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Purpose of This Manual

This manual contains release notes for Oracle Rdb Release 7.0.6.5. The notes describe changed and enhal
features; upgrade and compatibility information; new and existing software problems and restrictions; and
software and documentation corrections. These release notes cover both Oracle Rdb for OpenVMS Alpha a

Oracle Rdb for OpenVMS VAX, which are referred to by their abbreviated name, Oracle Rdb.

Purpose of This Manual



Intended Audience

This manual is intended for use by all Oracle Rdb users. Read this manual before you install, upgrade, or us
Oracle Rdb Release 7.0.6.5.

Intended Audience 7



Document Structure

This manual consists of ten chapters:

Chapter 1 |Describes how to install Oracle Rdb Release 7.0.6.5.

Chapter 2 |Describes software errors corrected in Oracle Rdb Release 7.0.6.5.

Chapter 3 |Describes software errors corrected in Oracle Rdb Release 7.0.6.4.

Chapter 4 |Describes software errors corrected in Oracle Rdb Release 7.0.6.3.

Chapter 5 |Describes software errors corrected in Oracle Rdb Release 7.0.6.2.

Chapter 6 |Describes software errors corrected in Oracle Rdb Release 7.0.6.1.

Chapter 7 |Describes enhancements introduced in Oracle Rdb Release 7.0.6.5.

Chapter 8 |Oracle Rdb Continuous LogMiner Documentation

Chapter 9 |Provides information not currently available in the Oracle Rdb documentation set.
Chapter 10Describes problems, restrictions, and workarounds known to exist in Oracle Rdb Releas¢ 7.0.6.!
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Chapter 1
Installing Oracle Rdb Release 7.0.6.5

This software update is installed using the standard OpenVMS Install Utility.

NOTE

Beginning with Release 7.0.6.2 of Oracle Rdb, all new Oracle Rdb kits released are full
kits. Oracle will no longer ship partial kits (known as ECOs in the past). Therefore, there is
no need to install any prior release of Oracle Rdb when installing new Rdb Kits.

Chapter 1 Installing Oracle Rdb Release 7.0.6.5



1.1 Requirements

The following conditions must be met in order to install this software update:

 Oracle Rdb must be shutdown before you install this update kit. That is, the command file
SYS$STARTUP:RMONSTOP(70).COM should be executed before proceeding with this installation.
If you have an OpenVMS cluster, you must shutdown all versions of Oracle Rdb on all nodes in the
cluster before proceeding.

 The installation requires approximately 130,000 free blocks on your system disk for OpenVMS VAX
systems; 240,000 blocks for OpenVMS Alpha systems.

1.1 Requirements 10



1.2 Invoking VMSINSTAL

To start the installation procedure, invoke the VMSINSTAL command procedure:
@SYS$SUPDATE:VMSINSTAL variant—-name device—-name OPTIONS N
variant-name
The variant names for the software update for Oracle Rdb Release 7.0.6.5 are:
* RDBSE5F070 for Oracle Rdb for OpenVMS VAX standard version.
*« RDBASES5F070 for Oracle Rdb for OpenVMS Alpha standard version.

* RDBMVESF070 for Oracle Rdb for OpenVMS VAX multiversion.
« RDBAMVESFO070 for Oracle Rdb for OpenVMS Alpha multiversion.

device—-name
Use the name of the device on which the media is mounted.

« If the device is a disk drive, such as a CD—-ROM reader, you also need to specify a directory. For
CD-ROM distribution, the directory name is the same as the variant name. For example:

DKA400:[RDBSE5F070.KIT]
« If the device is a magnetic tape drive, you need to specify only the device name. For example:

MTAO:
OPTIONS N
This parameter prints the release notes.

The following example shows how to start the installation of the Alpha standard kit on device MTAO: and
print the release notes:

$ @SYS$SUPDATE:VMSINSTAL RDBASE5F070 MTAO: OPTIONS N

1.2 Invoking VMSINSTAL 11



1.3 Stopping the Installation

To stop the installation procedure at any time, press Ctrl/Y. When you press Ctrl/Y, the installation procedur
deletes all files it has created up to that point and exits. You can then start the installation again.

If VMSINSTAL detects any problems during the installation, it notifies you and a prompt asks if you want to
continue. You might want to continue the installation to see if any additional problems occur. However, the

copy of Oracle Rdb installed will probably not be usable.

1.3 Stopping the Installation 12



1.4 After Installing Oracle Rdb

This update provides a new Oracle Rdb Oracle TRACE facility definition. Any Oracle TRACE selections that
reference Oracle Rdb will need to be redefined to reflect the new facility version number for the updated
Oracle Rdb facility definition, "/RDBVMSV7.0-65".

If you have Oracle TRACE installed on your system and you would like to collect for Oracle Rdb, you must
insert the new Oracle Rdb facility definition included with this update Kkit.

The installation procedure inserts the Oracle Rdb facility definition into a library file called
EPCS$FACILITY.TLB. To be able to collect Oracle Rdb event—data using Oracle TRACE, you must move
this facility definition into the Oracle TRACE administration database. Perform the following steps:

1. Extract the definition from the facility library to a file (in this case, RDBVMS.EPC$DEF).

$ LIBRARY /TEXT /EXTRACT=RDBVMSV7.0-65 -
_$ /OUT=RDBVMS.EPC$DEF SYS$SHARE:EPC$FACILITY.TLB

2. Insert the facility definition into the Oracle TRACE administration database.
$ COLLECT INSERT DEFINITION RDBVMS.EPC$DEF /REPLACE
Note that if you are installing the multiversion variant of Oracle Rdb, the process executing the INSERT

DEFINITION command must use the version of Oracle Rdb that matches the version used to create the
Oracle TRACE administration database or the INSERT DEFINITION command will fail.

1.4 After Installing Oracle Rdb 13



1.5 Maximum OpenVMS Version Check Added

As of Oracle Rdb Release 7.0.1.5, a maximum OpenVMS version check has been added to the product.
Oracle Rdb has always had a minimum OpenVMS version requirement. With 7.0.1.5 and for all future Oracl
Rdb releases, we have expanded this concept to include a maximum VMS version check and a maximum
supported processor hardware check. The reason for this check is to improve product quality.

OpenVMS Version 7.3-x is the maximum supported version of OpenVMS.

As of Oracle Rdb Release 7.0.3, the Alpha EV6 processor is supported. As of Oracle Rdb Release 7.0.5, th
Alpha EV67 processor is supported. As of Oracle Rdb Release 7.0.6, the Alpha Wildfire processor is
supported (see http://metalink.oracle.com for specifics on which Wildfire configurations are supported). As o
Oracle Rdb Release 7.0.6.2, the Alpha EV68 processor is supported.

The check for the OpenVMS operating system version and supported hardware platforms is performed both
installation time and at runtime. If either a non—certified version of OpenVMS or hardware platform is
detected during installation, the installation will abort. If a non—certified version of OpenVMS or hardware
platform is detected at runtime, Oracle Rdb will not start.

1.5 Maximum OpenVMS Version Check Added 14



Chapter 2
Software Errors Fixed in Oracle Rdb Release 7.0.6.5

This chapter describes software errors that are fixed by Oracle Rdb Release 7.0.6.5.

Chapter 2 Software Errors Fixed in Oracle Rdb Release 7.0.6.5
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2.1 Software Errors Fixed That Apply to All Interfaces

2.1.1 OR With Constant Predicate Returns Wrong Results

Bug 2405927
The following query with an OR predicate containing a constant predicate should return a non-zero count.

set flags 'strategy,detail’;

SELECT COUNT(IT_NR_ITEM)
FROMT, IT
WHERE IT_CD_VENDOR = TESTE_CD_VENDOR
AND IT_NR_PEDIDO = T_NR_PEDIDO
AND T_IN_PRONTA ='S'
AND IT_IN_CANCEL ="'N'
AND (T_CD_VENDOR ='"187102' OR '187102' = ")
AND (T_DT_EMISSAO BETWEEN '1-may-2002 00:00:00'
AND '6—-may-2002 00:00:00') ;
Tables:
0=T
1=1IT
Aggregate: 0:COUNT (1.IT_NR_ITEM)
Bool: NOT MISSING (1.IT_NR_ITEM)
Cross block of 2 entries
Cross block entry 1
Conjunct: 0.T_IN_PRONTA ='S'
Conjunct: (0.T_CD_VENDOR = '187102') OR ('187102' = ")
Conjunct: 0.T_DT_EMISSAO >="1-MAY-2002'
Conjunct: 0.T_DT_EMISSAO <= '6-MAY-2002'
Index only retrieval of relation 0:T
Index name T_NR_DOC_SRT [0:0]
Cross block entry 2
Leaf#01 BgrOnly 1:IT Card=4386
Bool: (1.IT_CD_VENDOR = 0.T_CD_VENDOR) AND (1.IT_NR_PEDIDO =
0.T_NR_PEDIDO) AND (1.IT_IN_CANCEL ="'N")
AND ('187102'=") ! Note: <= missing left side of OR
BgrNdx1 IT_CD_VENDOR_HSH [2:2] Fan=1
Keys: (1.IT_CD_VENDOR = 0.T_CD_VENDOR) AND (1.IT_NR_PEDIDO
= 0.T_NR_PEDIDO)
BgrNdx2 IT_DT_ATESTE_SRT [2:2] Fan=13
Keys: (1.IT_CD_VENDOR = 0.T_CD_VENDOR) AND (1.IT_NR_PEDIDO
= 0.T_NR_PEDIDO)
Bool: 1.IT_IN_CANCEL ='N'

0
1 row selected

Notice that one of the descendants of the OR predicate is missing in the detail strategy.

As a workaround, the query works if the dynamic strategy is disabled by setting the SQL flag
'MAX_STABILITY" or defining the logical RDMS$MAX_STABILITY as Y.

This problem was corrected in Oracle Rdb Release 7.0.6.4 but was left out of the Release Notes.
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2.1.2 LRS Uses Too Much CPU in 7.0.6.2, 7.0.6.3, and 7.0.6.4

Bug 2042873

After upgrading to Oracle Rdb Release 7.0.6.2, the LRS can consume excessive amounts of CPU if the LR
has been allocated many buffers. Prior to Release 7.0.6.2, this was not an issue but changes to the ABW
algorithms introduced in Release 7.0.6.2 significantly increased the cost of using large clean buffer counts.
During startup, the LRS changes its asynchronous batch write (ABW) parameter CLEAN BUFFER COUNT
to be half of total buffer count, which can be a substantial number if the LRS has been allocated many buffe

To avoid this problem, you can change the CLEAN BUFFER COUNT used by the LRS after it has started vi
the RMU/SHOW STATISTICS dashboard facility.

1. RMU/SHOW STATISTICS /OPTION=UPDATE {standby database}
2. Select "Database Dashboard"
3. Select "Per—Process I/0 Dashboard"
4. Select the LRS process
5. Enter "U" for Update
6. Select "ABW Clean BufCount"
7. Enter "10"
8. Enter "U" for Update
9. Select "ABW Batch Max"
10.Enter "10"

This problem has been corrected in Oracle Rdb Release 7.0.6.5. The LRS now will set the CLEAN BUFFER
COUNT to be 20% of the buffer pool or 10 buffers, whichever is smaller.

2.1.3 RDB-E-BAD_REQ_ HANDLE in Stored Function

Bug 2391734

A stored function called in a where clause which includes an 'or' or 'in' predicate could fail with the error
%RDB-F-RTN_FAIL, routine "(unknown)" failed to compile or execute successfully.

The following example shows the problem.

function YESTERDAY ()

RETURNS DATE VMS not variant;
BEGIN
RETURN CAST (CURRENT_DATE - INTERVAL '1' DAY AS DATE VMS);
END;

SQL> select EMPLOYEE_ID from SALARY_HISTORY

cont> where (EMPLOYEE_ID ='00416' or EMPLOYEE_ID ='00471") and

cont> SALARY_START >= yesterday();

%RDB-F-RTN_FAIL, routine "(unknown)" failed to compile or execute successfully
-RDB-E-BAD_REQ_HANDLE, invalid request handle

A possible workaround to this problem would be to cause the function to be loaded into memory by executir
it ahead of time. For example:

SQL> begin
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cont> declare :x date vms;

cont> set :x = yesterday ();

cont> end;

SQL>

SQL> select EMPLOYEE_ID from SALARY_HISTORY

cont> where (EMPLOYEE_ID ='00416' or EMPLOYEE_ID ='00471") and
cont> SALARY_START >= yesterday();

0 rows selected

This problem has been corrected in Oracle Rdb Release 7.0.6.5.

2.1.4 Another OR With Two Constant Predicates Returns Wrong
Results

Bugs 2451862, 2405927, 2285818

The following query with an OR predicate containing constant predicates should find some rows.

set flags 'strategy,detail’;

SELECT T2_ANO, T2_ORGAO
FROM T1, T2 WHERE
T2_ORGAO =T1_ORGAO AND
T2_ANO =T1_ANO AND
((T1_DATA ='187310105' AND T1_ANO ='02") OR
('187310105' ="' AND '02'= '") AND
(T2_STATUS ='PEY);
Tables:
0=T1
1=T2
Cross block of 2 entries
Cross block entry 1
Leaf#01 FFirst 0:T1 Card=1
Bool: ((0.T1_DATA ='187310105') AND (0.T1_ANO ='02)) OR
(('187310105'="") AND ('02'="")
BgrNdx1 NECE_SG_SETOR_IN_SRT [0:0] Fan=18
Cross block entry 2
Leaf#02 FFirst 1:T2 Card=2
Bool: (1.T2_ORGAO =0.T1_ORGAO) AND
(1.T2_ANO = 0.T1_ANO) AND
('187310105'="") AND ('02'="") <== WRONG
AND ((1.T2_STATUS = 'PE') OR (1.T2_STATUS <> 'EN))
BgrNdx1 T2_SRT [2:2] Fan=11
Keys: (1.T2_ORGAO = 0.T1_ORGAO) AND (1.T2_ANO =
0.T1_ANO)
0 rows selected

The query works if one of the constant equality predicates is removed, as in the following example.

SELECT T2_ANO, T2_ORGAO
FROM T1, T2 WHERE
T2_ORGAO =T1_ORGAO AND
T2 ANO =T1_ANO AND
((T1_DATA ='187310105' AND T1_ANO ='02") OR

| (187310105 =''AND'02' = '')) AND
(187310105' ="'")) AND
(T2_STATUS ='PEY);
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Tables:
0=T1
1=T2
Cross block of 2 entries
Cross block entry 1
Leaf#01 FFirst 0:T1 Card=1
Bool: ((0.T1_DATA ='187310105") AND (0.T1_ANO ='02") OR
(187310105 ="")
BgrNdx1 NECE_SG_SETOR_IN_SRT [0:0] Fan=18
Cross block entry 2
Leaf#02 FFirst 1:T2 Card=2
Bool: (1.T2_ORGAO = 0.T1_ORGAO) AND (1.T2_ANO =
0.T1_ANO) AND (1.T2_STATUS ='PE")
BgrNdx1 T2_SRT [2:2] Fan=11
Keys: (1.T2_ORGAO = 0.T1_ORGAO) AND (1.T2_ANO =

0.T1_ANO)
T2_ANO T2_ORGAO
02 187

1 row selected

The updated release of Oracle Rdb 7.0.6.4 (dated 6/18/02) included a fix for Bug 2405927 where the conste
predicate in an OR tree is pulled out of the OR predicate and re—generated in other leg. However, this fix dic
not cover the current query where there are more than one simple constant predicates in the OR clause, as
the following example.

(187310105' ="' AND '02' = '')) AND

As a workaround, the query works if the dynamic strategy is disabled by setting the SQL flag
'MAX_STABILITY" or defining the logical RDMS$MAX_STABILITY as Y.

This problem has been corrected in Oracle Rdb Release 7.0.6.5.

2.1.5 Another Query With Same Column in Two Clauses Returns
Wrong Results

Bugs 2453935 and 2285818
The following query with the same column in two clauses should return 1 row.

set flags 'strategy,detail’;

SELECT S.PROD_ID,
S.CONTRACT_ID,
S.LONG_QTY,
S.SHORT_QTY
FROM SALE S,
PRODUCT P
WHERE
(S.LONG_QTY >0 OR S.SHORT_QTY > 0) AND
(S.PROD_ID = P.PROD_ID AND
(S.SHORT_QTY > 0 OR P.PROD_CODE ="'FUT)) ;
Tables:
0 =SALE
1 =PRODUCT
Cross block of 2 entries
Cross block entry 1
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Get Retrieval sequentially of relation 1:PRODUCT
Cross block entry 2
Conjunct: ((0.LONG_QTY > 0) OR (0.SHORT_QTY > 0)) AND ((
0.SHORT_QTY > 0) OR (1.PROD_CODE = 'FUT"))
Get Retrieval by index of relation 0:SALE
Index name SALE_NDX [1:1]
Keys: 0.PROD_ID = 1.PROD_ID
S.PROD_ID S.CONTRACT_ID S.LONG_QTY S.SHORT_QTY
15 14200 O 0
15 14207 16 0
2 rows selected

This is similar to the query reported in Bug 2285818 where one of the equality predicates in the OR clause
referencing table SALE is referenced again in another clause, as in the following example.

(S.LONG_QTY >0 OR S.SHORT_QTY >0) AND <=="S.SHORT_QTY >0"is
(S.PROD_ID = P.PROD_ID AND
(S.SHORT_QTY > 0 OR P.PROD_CODE ="FUT")) <==reused here again

As a workaround, the query works if the shared predicate is placed at the first position within the OR clause,
as in the following example.

(S.SHORT_QTY >0 OR S.LONG_QTY > 0) AND <=="S.SHORT_QTY > 0"is 1st
(S.PROD_ID = P.PROD_ID AND
(S.SHORT_QTY > 0 OR P.PROD_CODE ='FUT")) <== and reused here again

This problem has been corrected in Oracle Rdb Release 7.0.6.5.

2.1.6 Substring Function Returns INVSUBSTRLEN

Bug 2249352

A substring clause could cause an "%RDMS-F-INVSUBSTRLEN, length specified for substring is invalid"
error if no length was specified and there was a row containing a string shorter than the requested starting
point. This can be seen in the following example.

Note: a is varchar(10)

This query could cause an error:

SQL> select substring(a from 7) from test_table;
%RDMS-F-INVSUBSTRLEN, length specified for substring is invalid

This query would not cause an error:

SQL> select substring(a from 7 for 40) from test_table;

2 rows selected
A possible workaround is to specify a length (e.g. "for 40").

This problem has been corrected in Oracle Rdb Release 7.0.6.5.
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2.1.7 %SYSTEM-F-ILLEGAL_SHADOW, lllegal Formed Trap
Shadow Error

Bug 2466236

Some programs would get a bugcheck dump with an ILLEGAL_SHADOW message while using the dynami
optimizer.

A workaround would be to use the command:
SET FLAGS 'MAX_STABILITY'

This problem has been corrected in Oracle Rdb Release 7.0.6.5.

2.1.8 AIJBL_START_FLG Not Always Set Correctly in AlJ

Bug 2431069

When formatting data records into the After Image Journal (AlJ) file, Oracle Rdb will sometimes neglect to
correctly set the AIJBL_START_FLG when a journal record starts a new AIJBL entry. When this has
occurred, a dump of the AlJ will show output similar to the following:

62/138 TYPE=D, LENGTH=344, TAD=19-JUL-2002 13:17:44.59, CSM=00

TID=8, TSN=0:896, AIJBL_START_FLG=00, FLUSH=01, SEQUENCE=15
Continuation partial AIJBL ignored

To workaround the problem, any program that is parsing a journal file can infer the start of a new AIJBL by
looking at the current state of the AIJBL parse. That is, if a new AIJBUF data record is being read, and there
are no bytes expected from a partial AIJBL from the previous AIJBUF record, then assume that the next
AIJBUF record starts a new AlJBL.

This problem has been corrected in Oracle Rdb Release 7.0.6.5.

2.1.9 Bugcheck at AIJUTLSFORMAT_ARBS When Performing an
RMU/BACKUP/AFTER

Bug 2448323

RMU/BACKUP/AFTER may bugcheck with exceptions similar to the ones below if another process attempts
to drop a storage area while the backup is active.

*xxxx Exception at 00FC45E4 : AIJ3JOURNAL + 000002B4
%SYSTEM-F-ROPRAND, reserved operand fault at PC=0000000000FC45E4, PS=00000009

ek Exception at 00462D24 : AIJ$SUBMIT + 0000023C
%SYSTEM-F-ROPRAND, reserved operand fault at PC=0000000000462D24, PS=0000001B

This problem has been corrected in Oracle Rdb Release 7.0.6.5.
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2.1.10 Query With EXISTS Clause Using Hashed Index Returns
Wrong Results

Bug 2468741

A guery with an EXISTS clause using a hashed index returns incorrect results.

Information for table T1
Columns for table T1:

Column Name Data Type Domain
T1_COL_A CHAR(3)
T1_COL_C CHAR(6)

Indexes on table T1:
T1 AC_SRT with column T1_COL_A
and column T1_COL_C
Duplicates are allowed
Type is Sorted
Compression is DISABLED

Information for table T2

Columns for table T2:

Column Name Data Type Domain
T2_COL_A CHAR(3)
T2_COL B CHAR(2)
T2_COL_C CHAR(6)

Indexes on table T2:
T2_ABC_HSH with column T2_COL_A
and column T2_COL_B
and column T2_COL_C
Duplicates are allowed
Type is Hashed Scattered
Compression is DISABLED
Store clause: STORE in area_al

T2 _ACB_SRT with column T2_COL_A
and column T2_COL_C
and column T2_COL_B
Duplicates are allowed
Type is Sorted
Compression is DISABLED

select * from t1;
T1_COL_A T1.COL C
ABC 123456

1 row selected

select * from t2;

T2 COLA T2 COL B T2 COL C
ABC 01 123456

1 row selected

set flags 'strategy,detail’;
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SELECT * FROM T1
WHERE T1_COL_A ='ABC' AND
EXISTS (SELECT * FROM T2
WHERE T2_COL_A ="'ABC' AND
T2_COL_B ='01' AND
T2 COL_C=T1 _COL_C);
Tables:
0=T1
1=T2
Conjunct: <agg0><>0
Match
Outer loop  (zig-zag)
Index only retrieval of relation 0:T1
Index name T1_AC_SRT [1:1]
Keys: 0.T1_COL_A ='ABC'
Inner loop  (zig—zag)
Aggregate—F1: 0:COUNT-ANY (<subselect>)
Conjunct: 1.T2_COL_B ='01"
Index only retrieval of relation 1:T2
Index name T2_ABC_HSH [1:1] <== See Note
Keys: 1.T2_COL_A ='ABC'
0 rows selected

Note:: Partial Index retrieval [1:1] using 1 segment is applied to the hash index of 3 segments and no row is
found.

This bug is similar to Bug 2352298 except that this query applies the first segment T2_COL_A of the hashe
index T2_ABC_HSH [1:1] instead of 2 segments T2 _COL_A, T2 COL_B (T2_ABC_HSH [2:2]). Both bugs
were introduced by the fix made for Bug 1635351 where more solutions are tried for each first segment
retrieval.

The optimizer should apply direct lookup using all 3 segments of the hashed index T2_ABC_HSH [3:3]. This
strategy is achieved only when an additional filter predicate for TL_COL_C is added to the query, as in the
following example.

SELECT * FROM T1
WHERE T1_COL_A ='ABC' AND
T1 COL_C ='123456' AND ! <== Adding this line finds the row
EXISTS (SELECT * FROM T2
WHERE T2_COL_A ="'ABC' AND
T2_COL_B ='01' AND
T2_COL_C=T1_COL_C);
Tables:
0=T1
1=T2
Cross block of 2 entries
Cross block entry 1
Index only retrieval of relation 0:T1
Index name T1_AC_SRT [2:2] Direct lookup
Keys: (0.T1_COL_A ='ABC') AND (0.T1_COL_C ='123456'")
Cross block entry 2
Conjunct: <agg0><>0
Aggregate—F1: 0:COUNT-ANY (<subselect>)
Index only retrieval of relation 1:T2
Index name T2_ABC_HSH [3:3] Direct lookup <== now uses 3 segments
Keys: (1.T2_COL_A ='ABC') AND (1.T2_COL_B ='01") AND (1.T2_COL_C =
0.T1_COL_C)
T1_COL_A T1._COL C
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ABC 123456
1 row selected

Since there is no workaround available for this type of problem other than changing the query or dropping th
hashed index, a new SQL flag called 'MAX_SOLUTION' as been added to allow the user to disable the
feature which optimizes the possible retrieval solutions to the maximum search space. To disable this featur
do the following:

$define RDMS$SET_FLAGS "noMax_solution”

OR
SQL> set flags 'noMax_solution’

This problem has been corrected in Oracle Rdb Release 7.0.6.5.

2.1.11 Left Outer Join Query with UNION Legs Returns Wrong
Results

Bug 2283189

The following query with left outer join over UNION legs should return 1 row:

create table nh_employees (emp_id char(5), emp_name char(10));
create table ny_employees (emp_id char(5), emp_name char(10));
create table favorite_sports (emp_id char(5), sport char(10));

insert into nh_employees values ('1000', ‘'Toliver');
insert into favorite_sports values ('1000', 'ping—pong’);
set flags 'strategy, detail’;
select * from
(select ev.emp_name, ev.emp_id, fs.sport
from
(select ny.emp_name, ny.emp_id from ny_employees ny
union all
select nh.emp_name, nh.emp_id from nh_employees nh)
as ev (emp_name, emp_id)
left outer join
(select emp_id, sport from favorite_sports)
as fs (emp_id, sport)
on ev.emp_id = fs.emp_id
group by ev.emp_name, ev.emp_id, fs.sport)
as v (employee_name, employee_id, sport)
where v.employee_name = 'Toliver';
Tables:
0 =NY_EMPLOYEES
1=NH_EMPLOYEES
2 = FAVORITE_SPORTS
Merge of 1 entries
Merge block entry 1
Reduce: <mapped field>, <mapped field>, 2.SPORT
Sort: <mapped field>(a), <mapped field>(a), 2.SPORT(a)
Conjunct: 0.EMP_NAME = 'Toliver' <== Notel: wrong conjunct
Cross block of 2 entries (Left Outer Join)
Cross block entry 1
Merge of 1 entries
Merge block entry 1
Merge of 2 entries
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Merge block entry 1
Conjunct: 0.EMP_NAME = 'Toliver'
Get Retrieval sequentially of relation 0:NY_EMPLOYEES
Merge block entry 2
Conjunct: 1.EMP_NAME = 'Toliver'
Get Retrieval sequentially of relation 1:NH_EMPLOYEES
Cross block entry 2
Merge of 1 entries
Merge block entry 1
Conjunct: <mapped field> = 2.EMP_ID
Get Retrieval sequentially of relation 2:FAVORITE_SPORTS
0 rows selected

Notel: The filter predicate should be a mapped conjunct rather than the base context from the merge leg of
UNION query, for example: Conjunct: <mapped field> = "Toliver'.

An attempt was made to fix a similar problem in Bug 1818374 where the problem query applies inner join.
The current problem applies left (or) full outer join (instead of inner join) that involves a derived table of
union between ny_employees and nh_employees and another derived table favorite_sports.

There is no workaround other than modifying the query slightly by moving the where clause inside of the
GROUP BY, as in the following example.

set flags 'strategy, detail’;
select * from
(select ev.emp_name, ev.emp_id, fs.sport
from
(select ny.emp_name, ny.emp_id from ny_employees ny
union all
select nh.emp_name, nh.emp_id from nh_employees nh)
as ev (emp_name, emp_id)
left outer join
(select emp_id, sport from favorite_sports)
as fs (emp_id, sport)
on ev.emp_id = fs.emp_id
where ev.emp_name = 'Toliver' <== being moved inside
group by ev.emp_name, ev.emp_id, fs.sport)
as v (employee_name, employee_id, sport);
Tables:
0=NY_EMPLOYEES
1=NH_EMPLOYEES
2 = FAVORITE_SPORTS
Merge of 1 entries
Merge block entry 1
Reduce: <mapped field>, <mapped field>, 2.SPORT
Sort: <mapped field>(a), <mapped field>(a), 2.SPORT(a)
Conjunct: <mapped field> = Toliver' <== Note2: Correct conjunct
Cross block of 2 entries (Left Outer Join)
Cross block entry 1
Merge of 1 entries
Merge block entry 1
Merge of 2 entries
Merge block entry 1
Conjunct: 0.EMP_NAME = 'Toliver'
Get Retrieval sequentially of relation 0:NY_EMPLOYEES
Merge block entry 2
Conjunct: 1.EMP_NAME = 'Toliver'
Get Retrieval sequentially of relation 1:NH_EMPLOYEES
Cross block entry 2
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Merge of 1 entries

Merge block entry 1

Conjunct: <mapped field> = "Toliver'

Conjunct: <mapped field> = 2.EMP_ID

Get Retrieval sequentially of relation 2:FAVORITE_SPORTS
EMPLOYEE_NAME EMPLOYEE_ID SPORT
Ong 1000 ping—pong
1 row selected

Note2: The conjunct is correct now by applying the mapped field rather than the base context table as befor

This problem has been corrected in Oracle Rdb Release 7.0.6.5.

2.1.12 Performance of Self-Referencing Foreign Key
Constraints

Bug 1668025

A self-referencing foreign key constraint is one in which the foreign and primary keys are in the same table.
The following is an example of a table definition with such a constraint.

create table t (pk char (3),

fk char (3),
... other columns ...
constraint pk_constraint

primary key (pk) not deferrable,
constraint fk_constraint

foreign key (fk)

references t(pk) not deferrable);

It was observed that the optimizer strategy for the primary key constraint used database key access but the
strategy for the foreign key constraint did not. As a result, evaluation of the foreign key constraint on
something as simple as inserting a single row in a large table would take a long time to execute.

There is no known workaround for this problem.
This problem has been corrected in Oracle Rdb Release 7.0.6.5.

Note that this only applies to explicitly—defined, self-referencing, foreign key constraints. The phrase
"explicitly—defined" is meant to imply that the constraint is defined using the clause "foreign key ... reference
...", and excludes any check constraint which might mimic the behavior of a foreign key constraint but which
is not explicitly identified as such.

For the self-referencing, foreign key constraint, access by database key will be used for inserts and update:
but not for deletes. If the constraint evaluation is defined to be deferrable (executed at commit time), and if |
transaction includes one or more delete operations in addition to inserts and updates, database key retrieva
will not be used.

The following shows the self-referencing, foreign key constraint strategy (the one defined in the preceding
example) for an insert operation. The line "Get Retrieval by DBK of relation 0:T" indicates that retrieval of
rows for the main part of the constraint query is done by database key access.

SQL> set flags 'detail,strategy,request’;
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SQL> insert into t(pk, fk) values ('3', '5");
... Strategy for the primary key constraint not shown ...

~Sn: Constraint "FK_CONSTRAINT" evaluated (verb)
Tables:
0=T
1=T
Cross block of 2 entries
Cross block entry 1
Conjunct: NOT MISSING (0.FK)
Conjunct: 0.DBKEY = <var0>
Firstn: 1
Get Retrieval by DBK of relation O:T
Cross block entry 2
Conjunct: <agg0>=0
Aggregate—F1: 0:COUNT-ANY (<subselect>)
Conjunct: 0.FK = 1.PK
Get Retrieval sequentially of relation 1:T
%RDB-E-INTEG_FAIL, violation of constraint FK_CONSTRAINT caused operation
to fail
—RDB-F-ON_DB, on database DISK:[DIR]DATABASE.RDB;1

2.1.13 Bugchecks at PSII2SCANRESETSCAN

In prior releases of Oracle Rdb, it was possible that some queries involving sorted ranked indexes would
bugcheck when trying to re—establish a scan of a duplicates node after a concurrent update on the index no
within the same session caused the current index node to be invalidated.

Exception occurred at PSII2SCANRESETSCAN + 000003B0
Called from PSII2SCANGETNEXTBBCDUPLICATE + 000000A8
Called from RDMS$$KOD_ISCAN_GET_NEXT + 00000820

This condition only occurs with sorted ranked indexes where a sequence of inserts, updates and deletes of |
same duplicate values force the production of an overflow duplicates node, but subsequent deletes remove
or all but one of the duplicate entries that are on the primary index node for that duplicate value. If, during a
concurrent search, an update caused the index node to be marked as invalid, the code trying to re—establist
validity of the node could bugcheck.

This problem has been corrected in Oracle Rdb Release 7.0.6.5.

2.1.14 Bugcheck at RDMS$$COMPILE_FOR_IF for Aggregate
Queries

Bug 2556747

In Oracle Rdb Release 7.0.6.4, it was possible, in rare cases, for a bugcheck to occur when a query used at
aggregate function with a COALESCE, NULLIF, NVL or simple case expression.

*xxxx Exception at 07709DFC : RDMS$$COMPILE_FOR_IF + 00002F04
%SYSTEM-F-ACCVIO, access violation, reason mask=00,
virtual address=0000000014CF201C, PC=0000000007709DFC, PS=0000000B

2.1.13 Bugchecks at PSII2SCANRESETSCAN 27



Oracle® Rdb for OpenVMS

The following example shows the type of query which might cause this problem. However, the conditions fol
the bugcheck are related to memory allocation and so this problem was rarely seen.

SQL> declare :x integer;

SQL> select coalesce (sum (salary_amount), 0)
cont> into :x

cont> from salary_history

cont> where salary_end is null;

This problem has been corrected in Oracle Rdb Release 7.0.6.5.

2.1.15 NOT NULL Test in Outer Join Query With UNION Legs
Returns Wrong Results

Bug 2529598

The following NOT NULL test in the query with left outer join over UNION legs should return 2 rows:

create table A (al integer, a2 integer, a3 integer);
insert into A values (1,1,1);
insert into A values (2,1,1);
insert into A values (3,1,1);

create table B (bl integer, b2 integer);
insert into B values (1,1);
insert into B values (2,1);

create table C (cl integer, c2 integer, c3 integer);
insert into C values (1,1,1);
insert into C values (3,1,1);

sel * from
(select
al, bcl, bc_2
from (
select A.al,
BC.bcl, BC.bc_2
from A left outer join
( select
b1 as bcl,
nullas bc_2 ! <= causes the problem
from B
union
select
cl as bcl,
c2asbc 2
from C
) BC
on BC.bcl=A.al
) ABC) as v_all (a1, bcl, bc_2)
where v_all.bc_2 is NOT null;
Tables:
0=A
1=B
2=C
Conjunct: NOT MISSING (<mapped field>
Merge of 1 entries
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Merge block entry 1
Merge of 1 entries
Merge block entry 1
Conjunct: NOT MISSING (NULL <== this causes the problem
Conjunct: NOT MISSING (2.C2)
Match (Left Outer Join)
Outer loop
Sort: 0.Al(a)
Get Retrieval sequentially of relation 0:A
Inner loop
Temporary relation
Merge of 1 entries
Merge block entry 1
Reduce: <mapped field>, <mapped field>
Sort: <mapped field>(a), <mapped field>(a)
Merge of 2 entries
Merge block entry 1
Get Retrieval sequentially of relation 1:B
Merge block entry 2
Conjunct: NOT MISSING (2.C2) <== should not be here
Get Retrieval sequentially of relation 2:C
0 rows selected

The problem is caused by the presence of a NULL column in the select list of one of the UNION legs as par
of a left outer join query.

There is no known workaround for this problem.

This problem has been corrected in Oracle Rdb Release 7.0.6.5.
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2.2 SQL Errors Fixed

2.2.1 CASE Expression Causes SQL Bugcheck @
SQL$$BLR_MSG_FIELD REF + 1ES8

Bug 1685140

The problem occurs when processing an INSERT statement with a cross—database SELECT to supply the
values. Specifically, if the SELECT LIST had a SEARCHED CASE expression for which all the THEN
clauses and the ELSE clauses were built entirely from host variables or literals, the query would fail and
generate a SQL Bugcheck dump. The following example shows a query which fails due to this condition:

SQL> attach 'alias mfp filename disk$usr3:[userl]mf_personnel’;
SQL> attach 'alias pers filename disk$usr3:[user2]personnel’;

SQL> create table pers.salary_entries(

cont> employee_id PERS.ID_NUMBER,

cont> salary INTEGER(2),

cont> high_roller CHAR(1));

SQL> insert into pers.salary_entries(employee_id,salary,high_roller)
cont> select employee_id,

cont> (salary_amount*2)/1.999,

cont> (case when (salary_amount-10000) > 10000 then "Y'

cont> else 'N' end) from mfp.salary_history;
%SQL-I-BUGCHKDMP, generating bugcheck dump file DISK$USR3:[USER1]SQLBUGCHK.DMP;

This query will now execute correctly.

This problem has been corrected in Oracle Rdb Release 7.0.6.5.

2.2.2 %SQL-F-INVFUNREF on Subquery of SELECT With
GROUP BY

The problem occurs when processing a SELECT statement with a subquery in the select list. If the SELECT
statement has a GROUP BY clause, then aggregate functions (e.g. COUNT) are not allowed in the select li
However, this prohibition was being enforced for the subquery select list as well.

The following example shows a query which fails due to this condition:

SQL> attach ‘filename personnel’;
SQL> select employee_id,
cont> case (select count(*)

cont> from job_history jh

cont> where jh.employee_id = e.employee_id)
cont> when 3 then 'Old Timer'

cont> when 2 then 'Climber’

cont> when 1 then 'Newbie'

cont> else 'None'

cont> end

cont> from employees e

cont> where employee_id <'00166'
cont> group by employee_id,

cont> case (select count(*)
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cont> from job_history jh

cont> where jh.employee_id = e.employee_id)
cont> when 3 then 'Old Timer'

cont> when 2 then 'Climber’

cont> when 1 then 'Newbie'

cont> else 'None'

cont> end

cont> ;

%SQL-F-INVFUNREF, Invalid function reference
There is no known workaround for this problem.

The above query will now return the following results:

EMPLOYEE_ID
00164 Climber
00165 None
2 rows selected

This problem has been corrected in Oracle Rdb Release 7.0.6.5.

2.2.3 Unexpected INVALID BLR Error During CREATE MODULE

Bug 2255376

In prior releases of Oracle Rdb, CREATE MODULE might fail with an INVALID_BLR error, such as shown
below.

%RDB-E-NO_META_UPDATE, metadata update failed
—-RDB-E-INVALID_BLR, request BLR is incorrect at offset 24282

This error occurred because one of the routines in the module contained too many table references. Oracle
Rdb currently limits stored routines to 255 table references.

A table reference can be a table, view or derived table in a FROM clause of a SELECT statement, a table
referenced in an INSERT statement or a table referenced in an UPDATE statement. Note that UPDATE use
two table references; one for the old row and one for the new row.

This condition is now detected by SQL and the following error is now produced:

%SQL-F-QUETOOBIG, Query or routine contains too many table references

If this error occurs then the procedure must be maodified to simplify the SQL statements: for instance, use a
FOR loop with multiple actions instead of multiple updates; perform actions once and save intermediate
results in local variables; or place code in a separate routine and use the CALL statement to execute that pe
of the program.

This problem has been corrected in Oracle Rdb Release 7.0.6.5.

2.2.4 Unexpected NODBKDRVTBL Error When Fetching DBKEY
From a Table
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In prior versions of Oracle Rdb, references to DBKEY for any table joined with a derived table (that is a table
expression) would generate the unexpected error NODBKDRVTBL. If the reference was to a base table or
view, then this should have been a legal statement.

The following example shows that the error is unexpected because the DBKEY is fetched from the
RDBS$TRIGGERS table and not the derived table.

SQL> select t.dbkey

cont> from (select rdb$relation_name

cont> from rdb$relations

cont> where rdb$relation_name = 'EMPLOYEES') as rn,

cont>  rdb$triggers t

cont> where rn.rdb$relation_name = t.rdb$relation_name;
%SQL-F-NODBKDRVTBL, DBKEY can't be returned for a derived-table
SQL>

This problem has been corrected in Oracle Rdb Release 7.0.6.5. SQL now performs additional checks befol
reporting this error.
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2.3 Oracle RMU Errors Fixed

2.3.1 RMU/RESTORE/CDD Was Failing to Integrate Root File into
CDD

Bug 2374513

During an RMU/RESTORE, if /CDD was specified or allowed as the default, the integrate of the database
information failed with the following error:

%RMU-F-INTEGDBDIF, Database filespec must equate to filespec "X" recorded in
CDD

RMU was retoring the database correctly but the problem was with restored root file integration into CDD.

This problem has been corrected in Oracle Rdb Release 7.0.6.5.

2.3.2 RMU/RECOVER Exit Status Does Not Indicate That a
Recovery Failed

Bug 2311588

Even though database recovery was failing with fatal errors, the RMU exit status was indicating that the
recovery was successful, as in the following example.

$ RMU/RECOVER/LOG ATEST_AlJ1

%RMU-I-LOGRECDB, recovering database file DEVICE:[DIRECTORY]DB_ROOT.RDB
%RMU-I-LOGOPNAIJ, opened journal file DEVICE:[DIRECTORY]ATEST_AIJ1.AlJ;1 at
12-JUL-2002 16:43:35.38

%RMU-F-TADMISMATCH, journal is for database version 12-JUL-2002 16:42:33.47,
not 12-JUL-2002 16:43:09.61

%RMU-I-AIJALLDONE, after-image journal roll-forward operations completed
%RMU-W-NOTRANAPP, no transactions in this journal were applied
%RMU-I-AIJFNLSEQ, to start another AlJ file recovery, the sequence number

needed will be 0

%RMU-I-AIJNOENABLED, after-image journaling has not yet been enabled

$

$ SHOW SYMBOL $STATUS
$STATUS == "%X10000001"

$

$ SHOW SYMBOL $SEVERITY
$SEVERITY =="1"

This problem has been corrected in Oracle Rdb Release 7.0.6.5. Now RMU/RECOVER exits with the most
recent most severe status that occurs during the database recovery operation, as in the following example.

$ RMU/RECOVER/LOG ATEST_AIJ1

%RMU-I-LOGRECDB, recovering database file DEVICE:[DIRECTORY]EDB_ROOT.RDB
%RMU-I-LOGOPNAIJ, opened journal file DEVICE:[DIRECTORY]ATEST_AIJ1.AlJ;1 at
12-JUL-2002 16:35:38.56

%RMU-F-TADMISMATCH, journal is for database version 12-JUL-2002 16:34:30.40,
not 12-JUL-2002 16:35:10.72
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%RMU-F-FTL_RCV, Fatal error for RECOVER operation at 12-JUL-2002 16:35:38.66

$

$ SHOW SYMBOL $STATUS
$STATUS == "%X12C8A8FC"

$

$ SHOW SYMBOL $SEVERITY
$SEVERITY =="4"

2.3.3 Cannot Resolve 2PC Transaction After RMU/RECOVER

Bug 2489320

If an RMU/RECOVER command was issued without the /RESOLVE qualifier, and at the end of the recover
operation a prepared transaction was not resolved, subsequent attempts to resolve the transaction would be
ignored. The only way the transaction could be committed was to restore the database again and use the
RMU/RECOVER/RESOLVE command.

In the following example, note that TSN 0:143 is prepared but not committed when the recover operation is
finished. While it is correct for the transaction to be rolled back at the end of the recover operation, the
database should not be considered to be recovered past the unresolved transaction. That is, subsequent re
attempts should begin recovery at TSN 0:143. In this example, the database is treated as if TSN 0:143 has
been completely processed, which is not correct.

$ RMU/RECOVER /TRACE/LOG/ROOT=TEST$DB:TESTDB.RDB TEST1 BACKUP.AIJ
%RMU-I-LOGRECDB, recovering database file DEV:[DIR.DB]TESTDB.RDB;1
%RMU-I-LOGOPNAIJ, opened journal file DEV:[DIR]TEST1_BACKUP.AIJ;1 at
2-AUG-2002 09:54:34.88

%RMU-I-LOGRECSTAT, transaction with TSN 0:130 prepare record
%RMU-I-LOGRECSTAT, transaction with TSN 0:131 prepare record
%RMU-I-LOGRECSTAT, transaction with TSN 0:131 committed
%RMU—-I-LOGRECSTAT, transaction with TSN 0:130 committed

%RMU-I-LOGRECSTAT, transaction with TSN 0:143 prepare record

%RMU-I-LOGRECSTAT, transaction with TSN 0:142 prepare record

%RMU—-I-LOGRECSTAT, transaction with TSN 0:142 committed

%RMU-I-LOGRECSTAT, transaction with TSN 0:145 committed

%RMU-I-AIJONEDONE, AlJ file sequence 0 roll-forward operations completed

%RMU-I-LOGRECOVR, 14 transactions committed

%RMU-I-LOGRECOVR, 0 transactions rolled back

%RMU-I-LOGRECOVR, 0 transactions ignored

%RMU-I-AIJACTIVE, 1 active transaction not yet committed or aborted

%RMU-I-LOGRECSTAT, transaction with TSN 0:143 is active

%RMU-I-AIJPREPARE, 1 of the active transactions prepared but not yet committed

or aborted

%RMU-I-AIJSUCCES, database recovery completed successfully

%RMU-I-AIINXTSEQ, to continue this AlJ file recovery, the sequence number

needed will be 1

%RMU-F-PARTDTXNERR, error when trying to participate in a distributed

transaction

%SYSTEM-F-UNREACHABLE, remote node is not currently reachable
TSN=0:143

30504C41504A6A8111D63C3DC61C9775 TID: 'u..£=<0..,;NODEO1'
30504C41504A46A011D21BF333677D1D TM LOG_ID: '}g36.0..FNODEO1'
00000000000000000000000120200640 RMLOG_ID:'@. ............ '
00202020202032305F524553550200DD RM_NAME: ..USER_02 '
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00000000000100010000003D10A80000 RM_NAME: "..a.=........... '
30504C41504A NODE NAME: 'NODEO1'
30504C41504A PARENT NODE NAME: 'NODEO1'

%RMU-I-AIJALLDONE, after-image journal roll-forward operations completed
%RMU-I-LOGSUMMARY, total 14 transactions committed
%RMU-I-LOGSUMMARY, total 1 transaction rolled back
%RMU-I-LOGSUMMARY, total 0 transactions ignored
%RMU-I-AIJFNLSEQ), to start another AlJ file recovery, the sequence number
needed will be 0
%RMU-I-AIJNOENABLED, after-image journaling has not yet been enabled
$
$ RMU/RECOVER /RESOLVE/STATE=COMMIT -
/ITRACE/LOG/ROOT=TEST$DB:TESTDB.RDB TEST1_BACKUP.AIJ
%RMU-I-LOGRECDB, recovering database file DEV:[DIR.DB]JTESTDB.RDB;1
%RMU-I-LOGOPNAIJ, opened journal file DEV:[DIR]TEST1_BACKUP.AIJ;1 at
2-AUG-2002 09:54:38.47
%RMU-I-LOGRECSTAT, transaction with TSN 0:131 ignored
%RMU-I-LOGRECSTAT, transaction with TSN 0:130 ignored
%RMU-I-LOGRECSTAT, transaction with TSN 0:132 ignored
%RMU-I-LOGRECSTAT, transaction with TSN 0:133 ignored
%RMU-I-LOGRECSTAT, transaction with TSN 0:134 ignored
%RMU-I-LOGRECSTAT, transaction with TSN 0:135 ignored
%RMU-I-LOGRECSTAT, transaction with TSN 0:136 ignored
%RMU-I-LOGRECSTAT, transaction with TSN 0:137 ignored
%RMU-I-LOGRECSTAT, transaction with TSN 0:138 ignored
%RMU-I-LOGRECSTAT, transaction with TSN 0:139 ignored
%RMU-I-LOGRECSTAT, transaction with TSN 0:140 ignored
%RMU-I-LOGRECSTAT, transaction with TSN 0:141 ignored
%RMU-I-LOGRECSTAT, transaction with TSN 0:142 ignored
%RMU-I-LOGRECSTAT, transaction with TSN 0:145 ignored
%RMU-I-RESTART, restarted recovery after ignoring 14 committed transactions
%RMU-I-AIJONEDONE, AlJ file sequence 0 roll-forward operations completed
%RMU-I-LOGRECOVR, 0 transactions committed
%RMU-I-LOGRECOVR, 0 transactions rolled back
%RMU-I-LOGRECOVR, 14 transactions ignored
%RMU-I-AIJACTIVE, 1 active transaction not yet committed or aborted
%RMU-I-LOGRECSTAT, transaction with TSN 0:143 is active
%RMU-I-AIJSUCCES, database recovery completed successfully
%RMU-I-AIINXTSEQ, to continue this AlJ file recovery, the sequence number
needed will be 1
%RMU-I-AIJALLDONE, after-image journal roll-forward operations completed
%RMU-I-LOGSUMMARY, total O transactions committed
%RMU-I-LOGSUMMARY, total 1 transaction rolled back
%RMU-I-LOGSUMMARY, total 14 transactions ignored
%RMU-I-AIJFNLSEQ, to start another AlJ file recovery, the sequence number
needed will be 0
%RMU-I-AIJNOENABLED, after-image journaling has not yet been enabled

This problem has been corrected in Oracle Rdb Release 7.0.6.5. If there are unresolved two—phase commit

transactions when a database recovery is finished, then the database will be considered to be recovered on
the point of the oldest unresolved transaction. Subsequent recovery attempts will resume with that transacti

2.3.4 RMU/BACKUP/AFTER/NOQUIET Bugchecks at
KODBND$BUILD_AWL + 0000006C

RMU/BACKUP/AFTER/NOQUIET may sometimes fail with the following bugcheck:
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*hikk Exception at 0053289C : KODBND$BUILD_AWL + 0000006C
%SYSTEM-F-ACCVIO, access violation, reason mask=04, virtual address=
0000000000000000, PC=000000000053289C, PS=0000001B

This problem was introduced in Oracle Rdb Release 7.0.6.4. To avoid the problem, omit the /NOQUIET
qualifier from the backup command.

This problem has been corrected in Oracle Rdb Release 7.0.6.5.
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2.4 RMU Show Statistics Errors Fixed

2.4.1 RMU/SHOW STATISTICS Does Not Update Counters When
a /ITIME=-NN is Used

Bug 2383970
RMU/SHOW STATISTICS does not update the counters when a negative time interval is specified.

This problem has been corrected in Oracle Rdb Release 7.0.6.5.

2.4.2 RMU/SHOW STATISTICS/CLUSTER Not Generating
OPCOM Messages Consistently

Bug 2364586

When a /ALARM=n is used with the RMU/SHOW STATISTICS command along with /CLUSTER_NODES
and /NOTIFY=0OPCOM class, the intent is to have RMU/SHOW STATISTICS generate an OPCOM messag
and deliver it to the OPCOM class associated with the /NOTIFY qualifier, alerting the operator to the fact the
a process has stalled for more than "n" seconds (where "n" is the value assigned to the ALARM qualifier).
The process that has been stalled may be on any node whose name is included in the node name list assig
to the qualfier /CLUSTER_NODES.

A bug prevented this from happening while running the RMU/SHOW STATISTICS command in batch mode

This problem has been corrected in Oracle Rdb Release 7.0.6.5.

2.4.3 Stall Message Descriptions Generated By RMU/SHOW
STATISTICS/STALL _LOG Inconsistent

Bug 2430792

Stall message descriptions generated by RMU/SHOW STATISTICS/STALL_LOG can sometimes be
inconsistent. The following is an excerpt from a stall log file which demonstrates the inconsistency.

Oracle Rdb V7.0-64 Performance Monitor Stall Log

Database $1$DKB201:[BLITTIN.RDB706]MF_PERSONNEL.RDB;1

Stall Log created 24-JUN-2002 13:56:31.79

13:56:41.60 2080C446:12 13:56:40.05 waiting for record 68:2:1 (PR)
State... Process.ID Process.name... Lock.ID. Rq Gr Queue "record 68:2:1"
Blocker: 2080C446 BLITTIN 58004E29 EX Grant

Blocker: 2080C446 BLITTIN 31002CDC PR Wait

Though the second entry shows that the lock request is on the "Wait" queue, the process state is listed as
"Blocker". This should have been "Waiting".

This problem has been corrected in Oracle Rdb Release 7.0.6.5.
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2.4 RMU Show Statistics Errors Fixed
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Chapter 3
Software Errors Fixed in Oracle Rdb Release 7.0.6.4

This chapter describes software errors that are fixed by Oracle Rdb Release 7.0.6.4.

Chapter 3 Software Errors Fixed in Oracle Rdb Release 7.0.6.4
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3.1 Software Errors Fixed That Apply to All Interfaces

3.1.1 Bugchecks Truncating Table in Mixed—Format Area With
Row Caches

Bug 1994856

In some cases, truncating a table whose data or indexes are stored in mixed format areas can result in a
bugcheck. This bugcheck was caused by incorrectly processing "Row Cache Reserved" space on a databa:

page.

This problem has been corrected in Oracle Rdb Release 7.0.6.4. The "Row Cache Reserved" space on the
database page now causes the row in the cache to be correctly fetched and considered for deletion.

3.1.2 Page Locks Not Always Demoted When Blocking AST

Delivered

Bug 2245524

When global buffers were enabled, and asynchronous prefetch (APF) reading occurred, it was possible for
process to not release page locks when another process attempted to obtain the lock. That is, the blocking /

was ignored by the process that was holding the lock.

The RMU /SHOW LOCK command may show something similar to the following when this problem is
encountered:

Resource: page 269

ProcessID Process Name Lock ID System ID Requested Granted
Waiting: 00000CA5 RVASIGOL1....... 6601649D 00000000 PW CR
Blocker: 00000979 ACMS009SP009003 2600DABC 00000000 PR

In the above example, process 979 was holding the page lock in PR mode and process CA5 was attempting
promote its lock to PW mode. Process 979 never demoted the lock.

This problem was introduced in Oracle Rdb Release 7.0.6.2. Changes made in that release exposed a prob
in the page lock blocking AST code.

This problem has been corrected in Oracle Rdb Release 7.0.6.4.

3.1.3 LRS Looping When Global Buffers Enabled

Bug 2061266
It was possible for the Log Recovery Server (LRS) to get into a CPU loop if the standby database had globa

buffers enabled and there was a high volume of updates being processed. This problem was introduced in
Oracle Rdb Release 7.0.6.2 and was also in 7.0.6.3.
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This problem has been corrected in Oracle Rdb Release 7.0.6.4.

3.1.4 Unresolved 2PC Transactions Rolled Back by RMU
/RECOVER

Bug 2278911

When an RMU /RECOVER process completed processing the last journal specified, if the database was
involved in a two—phase commit (2PC) transaction and the transaction was prepared but not yet committed
(an "unresolved" transaction) when journal processing was complete, RMU /RECOVER would sometimes
rollback the prepared transaction. Also, the "Current roll-forward sequence number" would be advanced to
the next journal even though a transaction from the current journal was not completed.

This behavior was incorrect since unresolved transactions should be considered still active and must remair
active until a commit or rollback record is found in the journal or the user explicitly instructs RMU
/RECOVER to commit or abort the 2PC transaction. Advancing the "Current roll-forward sequence number
also allowed subsequent RMU /RECOVER commands to not require the journal(s) that contained the
unresolved transaction. If the journal(s) containing the unresolved transaction was not applied again, the
unresolved transaction would be lost.

When this situation occurred, output similar to the following would be observed from the RMU /RECOVER
command:

%RMU-I-AIJACTIVE, 1 active transaction not yet committed or aborted
%RMU-I-LOGRECSTAT, transaction with TSN 0:143 is active
%RMU-I-AIJPREPARE, 1 of the active transactions prepared but not yet committed
or aborted

%RMU-I-AIJSUCCES, database recovery completed successfully
%RMU-I-AIINXTSEQ, to continue this AlJ file recovery, the sequence number
needed will be 1

%RMU-I-LOGRECSTAT, transaction with TSN 0:143 rolled back

%RMU-I-AIJFNLSEQ, to start another AlJ file recovery, the sequence number
needed will be 1

Note that in this example the active transaction was rolled back even though it was not yet resolved. Also, tt
sequence number was advanced to the next journal even though the active transaction had not been resolv

One situation where this could occur is when the prepare record was stored in one journal but the commit
record was stored in the next journal. In that situation, the transaction could be lost if multiple RMU
/RECOVER commands were used to recover the database. To prevent that from occurring, all available
journals should be specified in a single RMU /RECOVER command. That is, there should not be a separate
RMU /RECOVER command issued for each journal; all journals must be applied by a single RMU
/RECOVER command.

This problem has been corrected in Oracle Rdb Release 7.0.6.4. At the end of journal processing, if there is

unresolved transaction still active, the transaction will remain active and the "Current roll-forward sequence
number" will not be advanced.
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3.1.5 Bugchecks at PSII2SCANSTARTBBCSCAN

In prior releases of Oracle Rdb, it was possible that a query involving SORTED RANKED indexes could
bugcheck when trying to establish a scan of a duplicate node.

*xxxx Exception at 00A2EA30 : PSII2SCANSTARTBBCSCAN + 000004F8
%COSI-F-BUGCHECK, internal consistency failure

This condition only occurs with SORTED RANKED indexes where a sequence of inserts, updates and delet
of the same duplicate values force the production of an overflow duplicates node but subsequent deletes
remove the duplicate entries that are on the primary index node for that duplicate value.

A possible workaround for this problem is to rebuild the sorted ranked index.

This problem has been corrected in Oracle Rdb Release 7.0.6.4.

3.1.6 Cursor on Ranked Index Returned too Many Records

Bug 2270786

A problem in the way the current record offset was determined for SORTED RANKED index duplicate
entries may cause Oracle Rdb to return the same record twice on a table cursor fetch.

This problem would only occur given the following circumstances:

A cursor is established on a table and strategy shows that a sorted ranked index will be used to
retrieve the records.

» The cursor fetch returned the first duplicate record in a duplicate entry with exactly two duplicates.

» The same process with this cursor open inserts a new record into or removes another record from th
same table.

» The insert or delete happened to update the same index node currently referenced by the cursor.

In this situation, Oracle Rdb must invalidate the current fetch scan and re—establish its currency. However, t
currency was incorrectly set to the first duplicate in the current entry, hence returning this record a second
time on the next fetch.
Workarounds for this problem include:

 Rebuilding the index may provide a temporary workaround for this problem.

» Change the processing of the records so as to not interleave fetches and inserts in the same proces

this manner.
« Alternatively, rebuild the index as a normal SORTED index.

This problem has been corrected in Oracle Rdb Release 7.0.6.4.

3.1.7 Bugcheck at RDMS$$ALPHA$CONVERT_SORT+00000778

Bug 2220891
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Under certain conditions, a query would result in a bugcheck in routine RDMS$$SALPHASCONVERT _SORT
or RDMS$$CONVERT_SORT.

The following is an example which would show the problem. Create two tables with similar columns. One se
of columns are similar but not the same: INT and SMALLINT. The other set of columns are the same type,
VARCHAR.

create table tablel (columnl smallint, column2 varchar(5));
create table table2 (columnlint,  column2 varchar(5));

insert into tablel values (100, ‘abcde’);
insert into table2 values (100, 'abcde’);

create index tablel_idx on tablel (columnl, column2);
create index table2_idx on table2 (columnl, column2);

select t1.columnl, t2.column2 from tablel t1, table2 t2
where tl.columnl = t2.columnl and t1.column2 = t2.column2;

The bugcheck error would occur during compilation of the select statement.

This problem can be avoided by first disabling zigzag match strategies before executing this particular
SELECT statement. To disable zigzag match, SET FLAGS 'NOZIGZAG_MATCH' in interactive or dynamic
SQL. Then execute the SELECT statement and re—enable zigzag match for subsequent queries. If you do r
have that degree of control, then $DEFINE RDMS$SET_FLAGS NOZIGZAG_MATCH prior to executing
the application program. Doing so will disable zigzag match strategies for all queries executed by that
application.

This problem has been corrected in Oracle Rdb Release 7.0.6.4.

3.1.8 Privileged User Bugcheck (ACCVIO)
Bug 2297264

A privileged user with no access granted to the database could receive an ACCVIO error and a bugcheck
when executing actions outside of a transaction (for example, calling a stored procedure).

The following example shows the bugcheck exception report:

*hkkk Exception at 00000004 : symbol not found
%SYSTEM-F-ACCVIO, access violation, reason mask=00, virtual
address=0000000000000004, PC=0000000000000004, PS=0000000B

A possible workaround is to grant access to the user.

This problem has been corrected in Oracle Rdb Release 7.0.6.4.

3.1.9 RDMS$CREATE_LAREA NOLOGGING Partly Ignored for
Objects with Row Caches

Bug 2155224
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When using the RDMS$CREATE_LAREA_NOLOGGING logical name to avoid after-image journaling
when creating database objects that were cached (indexes, for example), it was possible that the after—ima
journal was still being written to for each modified row. This resulted in unexpected journal growth.

This problem has been corrected in Oracle Rdb Release 7.0.6.4. The
RDMS$CREATE_LAREA_NOLOGGING logical name setting now correctly avoids writing to the
after—-image journal for cached obijects.

3.1.10 Exception in RDMS$$KOD_ISCAN_GET_NEXT
Bug 2225971

An ACCVIO exception and bugcheck could occur when range-list processing was in use.

An example of a query that would cause this error follows.

SQL> select a.case_id, b.pos_nr, b.h_line_num
cont> from

cont> case a, case_line b

cont> where

cont> a.case_num = b.case_num and

cont> a.case_status > 30 and

cont> (b.rec_num =" or b.rec_num is null) and
cont> exists (select ' from n_rec_line ¢

cont> where b.h_line_num=c.h_line_num and
cont> (c.rec_num =" or c.rec_num is null) and
cont> (not exists (select *' from c_next_line d
cont> where d.line_num = c.line_num) and
cont> ((c.coll_num =" or c.coll_num is null) or
cont> (c.coll_num <> " and c.coll_num is not null and
cont> not exists (select *' from p_coll d
cont> where d.coll_num = c.coll_num)
cont> )
cont> )
cont> )
cont> )
cont> order by a.case_id, b.pos_nr;
Sort Conjunct
Match
Outer loop
Sort

Cross block of 2 entries
Cross block entry 1
Conjunct Get
Retrieval sequentially of relation CASE_LINE
Cross block entry 2
Conjunct Get
Retrieval by index of relation CASE
Index name CAOO_HIDX_PS [1:1] Direct lookup
Inner loop
Aggregate Sort
Cross block of 3 entries
Cross block entry 1
Leaf#01 BgrOnly N_REC_LINE Card=48527
BgrNdx1 RE20_HIDX_S [(1:1)2] Fan=1
BgrNdx2 RE20_COLLI_NUM_SIDX [0:1,(1:1)2] Bool Fan=44
Cross block entry 2
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Conjunct Aggregate-F1

Index only retrieval of relation P_COLL
Index name PM10_HIDX_PS [1:1]

Cross block entry 3

Conjunct Aggregate—-F1

Index only retrieval of relation C_NEXT_LINE
Index name CF20_SIDX_P [1:1]

%RDMS-I-BUGCHKDMP, generating bugcheck dump file DISK1:[TESTIRDSBUGCHK.DMP;

The exception report in the bugcheck dump file is:

wikk Exception at 0147DC64 : RDMS$$KOD_ISCAN_GET_NEXT + 00001804
%SYSTEM-F-ACCVIO, access violation, reason mask=00,
virtual address=000000004F435F50, PC=000000000147DC64, PS=00000009

This problem has been corrected in Oracle Rdb Release 7.0.6.4.

3.1.11 Records Incorrectly Applied to a Key Entry with Sorted
Ranked Index

Bug 2322296

A problem in the way index entry currency was determined caused incorrect assignment of record identifiers
to index entries resulting in wrong results when the index was used in a search.

This problem only occurs with Sorted Ranked Indexes.

RMU /VERIFY of the index will show this problem as an informational or error message stating that the
cardinalities are inconsistent.

%RMU-I-BTRDUPCAR, Inconsistent duplicate cardinality (C1) of 224 specified
for entry 1 at dbkey 60:52:1.
Actual count of duplicates is 2.
%RMU-I-BTRDUPCAR, Inconsistent duplicate cardinality (C1) of 36 specified
for entry 2 at dbkey 60:52:1.
Actual count of duplicates is 2.
%RMU-I-BTRERPATH, parent B—tree node of 60:52:1 is at 60:50:0
%RMU-I-BTRDUPCAR, Inconsistent duplicate cardinality (C1) of 130 specified
for entry 1 at dbkey 60:53:1.
Actual count of duplicates is 386.
%RMU-I-BTRERPATH, parent B-tree node of 60:53:1 is at 60:50:0
%RMU-I-BTRROODBK, root dbkey of B-tree is 60:50:0
%RMU-I-NDXERRORS, 3 index errors encountered

It is highly recommended that sorted ranked indexes be verified regularly using RMU /VERIFY to determine
if this problem has occurred.

A possible workaround for this problem is to rebuild the affected indexes as this problem does not occur
during an index build.

In addition, affected indexes should be rebuilt after upgrading to Oracle Rdb Release 7.0.6.4 as this problen
does affect the index data stored on—disk.

This problem has been corrected in Oracle Rdb Release 7.0.6.4.
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3.1.12 Query With OR and Repeated AND Predicates Looped
Forever

Bugs 2332845 & 370844

A simple SQL query with redundant terms in its WHERE clause would never finish. It would remain in a
never—ending CPU loop until the process executing the query was stopped.

The following query on the PERSONNEL database shows the problem:

select last_name, middle_initial from employees
where ((middle_initial = 'I' and state = 'NH') and
(middle_initial = 'O" and state = 'NH")
or
(middle_initial = 'T" and state = 'NH");

The first leg of the OR expression contains four ANDed terms, two of which are the same (state = 'NH').
There exists logic in the Rdb optimizer to consolidate common expressions. In this case, that would apply to
the multiple instances of the state = 'NH' predicate. That logic was faulty and could result in the query never
completing with the optimizer looping forever trying to process these expressions.

This problem can be avoided by rewriting the query such that the common term, state = 'NH', is factored out
and used only once. It is also true that in this particular case, the first part of the OR expression can be
removed completely because the results must always evaluate to false (middle_initial = 'I' and middle_initial
'0"). That happens to be the form of the query submitted in a customer bug report.

This problem has been corrected in Oracle Rdb Release 7.0.6.4.

3.1.13 Query With Same Column in Two Clauses Returns Wrong
Results

Bug 2285818

The following query with the same column in two clauses should return one row.

set flags 'strategy,detail’;

SELECT T2.vert, T3.flag, T5.data
FROM T1, T2, T3, T4, T5
WHERE T1.plan_id = T2.plan_id
AND T1.cust_id = T4.cust_id
AND T3.prod_id = T4.prod_id
AND T5.prod_id = T4.prod_id
AND T3.prod_id = T5.prod_.id
AND Tl.code ="'
AND ((T4.prio = 3 AND T3.flag ='10") <=="T3.flag ='10" is
OR (T4.prio = 3 AND T3.flag = '12"
OR (T4.prio = 3 AND T3.flag = '13"))
AND ((T3.flag = '10' AND T5.data = '73") <==reused here again
OR Th.data <>'73") ;
Tables:
0=T1
1=T2
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2=T3
3=T4
4=T5
Cross block of 5 entries
Cross block entry 1
Conjunct: 0.CODE =""
Get Retrieval sequentially of relation 0:T1
Cross block entry 2
Get Retrieval by index of relation 1:T2
Index name 1_T2_01 [1:1] Direct lookup
Keys: 0.PLAN_ID = 1.PLAN_ID
Cross block entry 3
Conjunct: 3.PRIO =3
Get Retrieval by index of relation 3:T4
Index name |_T4_ 01 [1:1] Direct lookup
Keys: 0.CUST_ID = 3.CUST_ID
Cross block entry 4
Conjunct: (2.FLAG = '10") OR (2.FLAG ='12") OR
(2.FLAG ='13")
Get Retrieval by index of relation 2:T3
Index name |_T3_ 01 [1:1] Direct lookup
Keys: 2.PROD_ID = 3.PROD_ID
Cross block entry 5
Conjunct: (2.PROD_ID = 4.PROD_ID) AND
((4.DATA ='73") OR (4.DATA <> '73")) <== missing "FLAG = '10"
Get Retrieval by index of relation 4:T5
Index name |_T5_01 [1:1] Direct lookup
Keys: 4.PROD_ID = 3.PROD_ID
T2.VERT T3.FLAG T5.DATA
LV_508 13 73 <== WRONG
LH_610 12 75 <== CORRECT
2 rows selected

One of the equality predicates in the OR clauses referencing table T3 is referenced again in another clause,
shown below.

AND ((T4.prio = 3 AND T3.flag = '10") <=="T3.flag ='10" is
OR (T4.prio = 3 AND T3.flag = '12')
OR (T4.prio = 3 AND T3.flag ='13"))
AND ((T3.flag = '10' AND T5.data = '73" ) <==reused here again
OR T5.data <>'73") ;

However, in the detailed strategy display, the predicate is missing under the cross block entry 5, as shown
below.

Cross block entry 5
Conjunct: (2.PROD_ID = 4.PROD_ID) AND
((4.DATA = '73) OR (4.DATA <> '73')) <== missing "FLAG = '10"
Get Retrieval by index of relation 4:T5
Index name |_T5_01 [1:1] Direct lookup
Keys: 4.PROD_ID = 3.PROD_ID

The key parts of this query which contributed to the situation leading to the error are these:

1. The main query joins 5 tables (T1, T2, T3, T4, T5) using cross strategy with 5 cross block entries.
Tables T3, T4 and T5 are joined by PROD_ID column key, table T4 is joined with T1 by CUST_ID,
and T1 is joined with T2 by PLAN_ID.
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2.Table T1 rows are filtered by an equality predicate. If this is removed, the strategy changes in the
order of the cross blocks and the query works.

3. One of the filter predicates contain OR expressions which reference one column of table T4
(T4.PRIO) and one column of table T3 (T3.FLAG).

4. Another filter predicate contains an OR expression which references the same column of table T3
from the previous filter predicate (e.g. T3.FLAG ='10". This is the main reason why the query return:
wrong results.

As a workaround, the query works if the second predicate "T3.FLAG = '10" is replaced by a LIKE operator,
such as "T3.FLAG like '10™.

set flags 'strategy,detail’;

SELECT T2.vert, T3.flag, T5.data
FROM T1, T2, T3, T4, T5
WHERE T1.plan_id = T2.plan_id
AND T1.cust_id = T4.cust_id
AND T3.prod_id = T4.prod_id
AND T5.prod_id = T4.prod_id
AND T3.prod_id = T5.prod_id
AND Tl.code ="'
AND ((T4.prio = 3 AND T3.flag = '10") <=="T3.flag ='10" is
OR (T4.prio = 3 AND T3.flag = '12"
OR (T4.prio = 3 AND T3.flag = '13"))
AND ((T3.flag LIKE '10" AND T5.data = '73") <== replaced by LIKE
OR Th.data <>'73") ;

This problem has been corrected in Oracle Rdb Release 7.0.6.4.

3.1.14 GROUP BY Query Followed by CASE With EXISTS Clause
Returns Wrong Results

Bug 2198990

The following GROUP BY query followed by CASE with EXISTS should return 3 rows but returns only 2
rows.

set flags 'strategy,detail’;

select count(*), RD.York_Loss_Code,
CASE WHEN EXISTS (Select * from Loss_Gruppe where
Loss_Code = RD.York_Loss_Code

THEN 'P’
ELSE 'F' END
from redraw RD
group by RD.York_Loss_Code,
CASE WHEN EXISTS (Select * from Loss_Gruppe where
Loss_Code = RD.York_Loss_Code

THEN 'P'
ELSE 'F' END
optimize using test_outline

~S: Outline "TEST_OUTLINE" used
Aggregate Sort
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Match
Outer loop
Sort Get Retrieval sequentially of relation REDRAW
Inner loop
Aggregate Sort Get
Retrieval sequentially of relation LOSS_GRUPPE
YORK_LOSS_CODE
11 P
12 P
2 rows selected

where the tables contain the following rows:

select york_loss_code from redraw;
YORK_LOSS CODE

1

10

2

3 rows selected

select loss_code from loss_gruppe;
LOSS_CODE

1

2

2 rows selected

This feature was not included in the very first release of Oracle Rdb 7.0 and this is the first time the custome
has used the GROUP BY clause followed by the CASE with EXISTS clause.

The key parts of this query which contributed to the situation leading to the error are these:

1. The main select query is a count aggregate with GROUP BY clause.
2.0ne of columns in the GROUP BY clause contains a CASE expression with an EXISTS clause on a
subquery.

As a workaround, the query works if the query outline TEST_OUTLINE is changed to use cross strategy, as
in the following example.

create outline TEST_OUTLINE
id '1B91E858006B77EC167036406D2D04AB'
mode 0
as (
query (
subquery (
subquery (
REDRAW 0 access path sequential
join by cross to
! join by match to
subquery (
LOSS_GRUPPE 1 access path sequential
)
)
)
)
)

compliance optional ;
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This problem has been corrected in Oracle Rdb Release 7.0.6.4.

3.1.15 Query With Join Predicates on Leading Segments and
Equality Filters Returns Wrong Results

Bug 2204152

The following query with join predicates on leading segments and equality filters should find 2 rows instead
of O rows.

set flags 'strategy,detail’;
SELECT T2.PRICE_AMT FROM T1, T2
WHERE
T2.CMP_NO =1 AND
T2.PROD_NO = 161255 AND
T2.DIV_NO =1 AND
T2.CUST_NO =10674 AND

T1.CMP_NO = T2.CMP_NO AND
T1.PROD_NO = T2.PROD_NO AND
T1.DIV_NO = T2.DIV_NO AND
T1.CUST_NO = T2.CUST_NO AND
T1.QUOTE=0

Tables:
0=T1
1=T2
Cross block of 2 entries
Cross block entry 1
Conjunct: 0.QUOTE =0
Conjunct: 0.DIV_NO =1
Conjunct: 0.CMP_NO =1
Index only retrieval of relation 0:T1
Index name T1_NDX [4:4]
Keys: (0.DIV_NO = 1) AND (0.PROD_NO = 161255) AND
(0.CUST_NO = 10674) AND
(0.CMP_NO = 1.CMP_NO) <== Notel: incorrect conjunct
Cross block entry 2
Leaf#01 FFirst 1:T2 Card=7843
Bool: (1.CMP_NO = 1) AND (1.PROD_NO = 161255) AND (1.DIV_NO =
1) AND (1.CUST_NO = 10674) AND (0.CMP_NO = 1.CMP_NO)
AND (0.PROD_NO = 1.PROD_NO) AND (0.DIV_NO =
1.DIV_NO) AND (0.CUST_NO = 1.CUST_NO)
BgrNdx1 T2_NDX [2:2] Fan=13
Keys: (0.CUST_NO = 1.CUST_NO) AND (0.PROD_NO = 1.PROD_NO)
Bool: (1.CMP_NO = 1) AND (1.PROD_NO = 161255) AND (1.DIV_NO
=1) AND (1.CUST_NO = 10674)
0 rows selected

Notel: 1.CMP_NO references table T2 in the cross block entry 1 where context 1 is not available yet.

Indexes on table T1:
T1 NDX with column CUST_NO
and column PROD_NO
and column DIV_NO
and column CMP_NO
and column QUOTE
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Indexes on table T2:

T2_NDX with column CUST_NO
and column PROD_NO
and column START_DATE
and column DIV_NO
and column CMP_NO

The key parts of this query which contributed to the situation leading to the error are these:

1. The query joins two tables, T1 and T2, using all leading segments except the last one in T1_NDX
index, e.g. TL.CMP_NO, T1.PROD_NO, T1.DIV_NO, T1.CUST_NO.

2.The last segment T1.QUOTE of T1_NDX is also used in the equality filter.

3. There is also an equality filter for each segment of T2_NDX used as join predicate, e.g. T2.CMP_NC
T2.PROD_NO, T2.DIV_NO, T2.CUST_NO.

As a workaround, the query works if the SQL flag TRANSITIVITY is turned off.

set flags 'notransitivity, max_stability";

Tables:
0=T1
1=T2
Cross block of 2 entries
Cross block entry 1
Get Retrieval by index of relation 1:T2
Index name T2_NDX [2:2]
Keys: (1.CUST_NO = 10674) AND (1.PROD_NO = 161255)
Bool: (1.CMP_NO =1) AND (1.DIV_NO =1)
Cross block entry 2
Conjunct: 0.QUOTE =0
Index only retrieval of relation 0:T1
Index name T1_NDX [4:4]
Keys: (0.DIV_NO = 1.DIV_NO) AND (0.PROD_NO = 1.PROD_NO)
AND (0.CUST_NO = 1.CUST_NO) AND
(0.CMP_NO = 1.CMP_NO) <== Note2
T2.PRICE_AMT
29.12
29.12
2 rows selected

Note2: 1.CMP_NO references table T2 in the cross block entry 2 where context 1 is already made available
the cross block entry 1.

It also works if the optimizer statistics are collected by running RMU /COLLECT on this table T1.

Tables:
0=T1
1=T2
Cross block of 2 entries
Cross block entry 1
Conjunct: 0.QUOTE =0
Conjunct: 0.DIV_NO =1
Conjunct: 0.CMP_NO =1
Index only retrieval of relation 0:T1
Index name T1_NDX [5:5] Direct lookup
Keys: (0.CMP_NO = 1) AND
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(0.DIV_NO = 1) AND (0.PROD_NO = 161255) AND
(0.CUST_NO = 10674) AND (0.QUOTE = 0) <== Note3
Cross block entry 2
Conjunct; (0.CMP_NO = 1.CMP_NO) AND (0.DIV_NO = 1.DIV_NO)
Get Retrieval by index of relation 1:T2
Index name T2_NDX [2:2]
Keys: (0.CUST_NO = 1.CUST_NO) AND (0.PROD_NO = 1.PROD_NO)
Bool: (1.CMP_NO = 1) AND (1.DIV_NO = 1) AND (1.CUST_NO =
10674) AND (1.PROD_NO = 161255)

CQD.PRICE_AMT CQD.COST_AMT CQD.DEAL_AMT
29.12 27.85 1.50
29.12 27.85 1.50

2 rows selected

Note3: Only table context O is referenced in the cross block entry 1. No reference is made to context 1 of tak
T2.

This problem has been corrected in Oracle Rdb Release 7.0.6.4.

3.1.16 Query With Transitive Join Predicates and Non—equality
Filter Bugchecks

Bug 2207963

The following query works in Oracle Rdb 7.0.6.2 but bugchecks in Oracle Rdb 7.0.6.3:

set flags 'strategy,detail’;

select TL.PROC_CD, T1.SYS_CD,
T2.RUN_NBR, T2.CALENDER, T2.PROC_COD
FromT1, T2, T3
where T2.SYS_CD =T1.SYS_CD
AND T2.PROC_CD =T1.PROC_CD
AND T2.SEQ_NBR =T1.SEQ_NBR
AND T2.CYCLE_CD =T1.CYCLE_CD
AND T2.PROFIL_CD = T1.PROFIL_CD

AND T3.SYS_CD =T2.SYS CD
AND T3.PROC_CD =T2.PROC_CD
AND T3.DAY_DATE = T2.CALENDER
AND T3.SEQ NBR =T2.SEQ NBR
AND T3.RUN_NBR =T2.RUN_NBR
AND T3.CYCLE_CD =T2.CYCLE_CD
AND T3.PROFIL_CD = T2.PROFIL_CD

AND T1.SYS_CO ='CPD'
AND T2.CALENDER <= '15-JAN-2002'

)

Note: All the leading segments except the last one in T2_NDX index are used as join predicates.

Indexes on table T2:

T2_NDX with column SYS_CD
and column PROC_CD
and column CALENDER
and column SEQ_NBR
and column RUN_NBR
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and column CYCLE_CD
and column PROFIL_CD
and column PROC_COD

The key parts of this query which contributed to the situation leading to the error are these:

1. The query joins 3 tables, T1, T2, T3 where table T1 and T3 are joined via transitive selection
predicates such as "T1.col = T2.col and T2.col = T3.col".

2. Almost all of the leading segments except the last one in the index T2_NDX are referenced in the
transitive predicates.

3. The filter predicate that references the 3rd leading segment, CALENDER, is a non—equality using
"<=" operator.

As a workaround, the query works if the SQL flag TRANSITIVITY is turned off.

This problem has been corrected in Oracle Rdb Release 7.0.6.4.

3.1.17 Query With OR Predicates Including Two Similar IS NULL
Clauses Returns Wrong Results

Bug 2177832

The following query with OR predicates including two similar IS NULL clauses should return 8 rows but
instead returns O rows:

set flags 'strategy,detail’;

select police.no_contra, police.cd_typol

from CMFasssoc asssoc, CMFpolice police, CMFassfam assfam, CMFserpol serpol

where

asssoc.statut <> 2

and asssoc.no_assure = 1670

and police.no_assure = asssoc.no_assure

and police.statut <> 2

and ((police.no_contra is null)

or (police.no_contra is NOT null AND POLICE.CD_TYPOL <> 0)
)

and assfam.no_assure = asssoc.no_assure

and assfam.statut <> 2

and serpol.no_assure = asssoc.no_assure

and serpol.no_police = police.no_police

and serpol.datd_mfac in (select max(serpol2.datd_mfac)
from CMFserpol serpol2
where serpol2.no_assure = asssoc.no_assure
and serpol2.no_police = police.no_police

)

Tables:

0 = CMFASSSOC

1= CMFPOLICE

2 = CMFADCLI2

3 = CMFSERPOL

4 = CMFSERPOL
Cross block of 4 entries

Cross block entry 1
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Conjunct: 2.NO_CLI = 0.NO_ASSURE
Match
Outer loop
Conjunct: 2.STATUT <> 2
Conjunct: (2.TYP_CLI = 1) AND (2.CFCA_CLI2 = 1) AND (2.TYP_CLIRE = 2)
Leaf#01 Sorted 2:CMFADCLI2 Card=2
Bool: 2.NO_CLI = 1670
FgrNdx CMFADCLI2_I1 [3:3] Fan=9
Keys: (2.NO_CLI = 1670) AND (2.TYP_CLI = 1) AND (2.CFCA_CLI2 =1)
BgrNdx1 CMFADCLI2_I2 [1:1] Fan=9
Keys: 2.TYP_CLIRE =2
Bool: (2.NO_CLI = 1670) AND (2.TYP_CLI = 1) AND (2.CFCA_CLI2 = 1)
Inner loop  (zig-zag)
Conjunct: (0.STATUT <> 2) AND (0.NO_ASSURE = 1670)
Get Retrieval by index of relation 0:CMFASSSOC
Index name CMFASSSOC_I1 [1:1]
Keys: 0.NO_ASSURE = 1670
Cross block entry 2
Conjunct: 2.STATUT <> 2
Leaf#02 FFirst 1:CMFPOLICE Card=2
Bool: (0.STATUT <> 2) AND (0.NO_ASSURE = 1670) AND (1.NO_ASSURE =
0.NO_ASSURE) AND (2.NO_CLI = 0.NO_ASSURE)
BgrNdx1 POLICE_H_IDX_1 [1:1] Fan=1
Keys: 1.NO_ASSURE = 0.NO_ASSURE
Bool: 1.NO_ASSURE = 1670
BgrNdx2 CMFPOLICE_I2 [0:1,1:1] Fan=12
Keys: r0: NOT MISSING (1.NO_CONTRA)
rl: MISSING (1.NO_CONTRA)
Cross block entry 3
Aggregate: 0:MAX (4.DATD_MFAC)
Conjunct: (1.STATUT <> 2) AND <error: missing expression> <== NOTE (1)
AND (1.CD_TYPOL <> 0)
Conjunct: 4.NO_POLICE = 1.NO_POLICE
Get Retrieval by index of relation 4:CMFSERPOL
Index name SERPOL_H_IDX_1[1:1]
Keys: 4.NO_ASSURE = 0.NO_ASSURE
Bool: 4.NO_ASSURE = 1670
Cross block entry 4
Conjunct: (3.NO_POLICE = 1.NO_POLICE) AND (3.DATD_MFAC = <agg0>)
Get Retrieval by index of relation 3:CMFSERPOL
Index name SERPOL_H_IDX_1[1:1]
Keys: 3.NO_ASSURE = 0.NO_ASSURE
Bool: 3.NO_ASSURE = 1670
0 rows selected

NOTE (1) : Error in the conjunct indicates some expression is missing.
This is the cause of the problem.

The key parts of this query which contributed to the situation leading to the error are these:
1. The query joins 3 tables and one simple view.
2. The WHERE clause includes several join predicates, some filter predicates, and an IN clause on a
subquery.
3. One of the filter predicates contains an OR expression with similar IS NULL clauses on each branch
As a workaround, the query works if the SQL flag '"MAX_STABILITY" is set.

This problem has been corrected in Oracle Rdb Release 7.0.6.4.
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3.1.18 UNION Query With Constant Column Returns Wrong
Results

Bug 2231693

The following UNION query with constant column should return 1 row.

set flags 'strategy,detail’;

create table t1 (art_no char(12), art_rev char(12));
create table t2 (art_no char(12), art_rev char(12));
insert into t1 values ('053 2021-120', ' ");
create view t1_view

as select

art_no, art_rev from t1;
create view t2_view

as select

art_no, art_rev from t2;

select v.art_no, v.art_rev
from (
select adr.*, 'X' as RevType
from t2_view adr
union
select a.*, ' ' as RevType
from t1_view a
)v
where
v.art_no ='053 2021-120"' and
RevType ="";

Tables:
0=T2
1=T1
Merge of 1 entries
Merge block entry 1
Reduce: <mapped field>, <mapped field>, <mapped field>
Sort: <mapped field>(a), <mapped field>(a), <mapped field>(a)
Conjunct: 'X'="" <== Notel
Merge of 2 entries
Merge block entry 1
Conjunct: 0.ART_NO ='053 2021-120'
Conjunct: 'X'=""
Get Retrieval sequentially of relation 0:T2
Merge block entry 2
Conjunct: 1.ART_NO ='053 2021-120'
Conjunct: '"'=""
Get Retrieval sequentially of relation 1:T1
0 rows selected

The key parts of this query which contributed to the situation leading to the error are these:

1. The query selects from the derived table of 2 unioned subselect queries which select all columns plu
additional constant column from the simple view of each table.

2. The WHERE clause contains the equality predicate referencing the constant column of the unioned
derived table.
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There is no known workaround for this problem.

This problem has been corrected in Oracle Rdb Release 7.0.6.4.

3.1.19 Query With CAST Function Using Ranked Index Signals
Exception Error

Bug 2235593

The following query with a CAST function using a ranked index signals an exception error:

create table t1 (y2k smallint, data_id char(11), proj_id char(6));
insert into t1 values (20,'20020202','2915");

create unique index t1_il on t1 (y2k, data_id) type is sorted ranked;
create unique index t1_i2 on t1 (proj_id) type is sorted,;

select * from t1 where
proj_id="2915" and
cast (data_id as integer) = 20020202;
Leaf#01 FFirst 0:T1 Card=1
Bool: (0.PROJ_ID ='2915") AND (CAST (0.DATA_ID AS INT) = 20020202)
BgrNdx1 T1_I1 [0:0] Fan=12
Bool: CAST (0.DATA_ID AS INT) = 20020202
BgrNdx2 T1_12 [1:1] Fan=16
Keys: 0.PROJ_ID = '2915'
%RDB-E-ARITH_EXCEPT, truncation of a numeric value at runtime
—COSI-F-INPCONERR, input conversion error

The key parts of this query which contributed to the situation leading to the error are these:

1. The query contains a WHERE clause with 2 equality predicates. One of the predicates uses a CAST
function.

2.The query uses dynamic optimizer strategy with 2 background indices where the first one is a rankec
index.

3. The first background index has 2 segments where the second segment is referenced by the CAST
function in the WHERE clause.

As a workaround, the query works if the dynamic optimizer is disabled by setting the SQL flag
MAX_STABILITY. The query also works if T1_I1 is a non-ranked sorted index.

drop index t1_i1;
create unigue index t1_il on t1 (y2k, data_id) type is sorted ;

select * from t1 where
proj_id='2915" and
cast (data_id as date vms) = '02-Feb-2002";
Leaf#01 FFirst 0:T1 Card=1
Bool: (0.PROJ_ID ='2915") AND (CAST (0.DATA_ID AS DATE VMS) ='02-FEB-2002")
BgrNdx1 T1_I1 [0:0] Fan=12
Bool: CAST (0.DATA_ID AS DATE VMS) ='02-FEB-2002'
BgrNdx2 T1_12 [1:1] Fan=16
Keys: 0.PROJ_ID ='2915'
Y2K DATA_ID PROJ_ID
20 20020202 2915
1 row selected
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This problem has been corrected in Oracle Rdb Release 7.0.6.4.

3.1.20 Incorrect Handling of Range List Retrieval in Optimizer

The following query should apply [(2:2)3] instead of [1:1].

set flags 'strategy,detail’;

for r in oropt_rel
with r.fldl ='al' and r.fld2 = 'b1" and r.fld3 = 'c1’
orr.fldl ='al' and r.fld2 = 'b2' and r.fld3 = 'c2’
orr.fldl ='al' and r.fld2 = 'b3' and r.fld3 = 'c3'
print r.fld1, r.fld2, r.fld3
end_for
Leaf#01 FFirst OROPT_REL Card=1025
BgrNdx1 OROPT_REL_INDEX1 [(1:1)3] Fan=18
BgrNdx2 OROPT_REL_INDEX2 [1:1] Fan=15 <== should be [(2:2)3] Bool

This problem was detected only in internal testing due to a change in the order of indices
OROPT_REL _INDEX1 and OROPT_REL_INDEX2 in terms of the physical address created in the memory.

The first CRTV of the common segments is incorrectly configured and thus [1:1] is selected over [(2:2)3] .
There is no known workaround for this problem.

This problem has been corrected in Oracle Rdb Release 7.0.6.4.

3.1.21 Bugchecks at DIOCCH$FETCH_SNAP_SEG + 00000594

Bug 1879372

In rare cases of relatively high system load with intensive access to cached records between read—-write anc
read—only processes, it was possible for a read—only process to fail with an exception at

DIOCCHS$FETCH_SNAP_SEG + 00000594.

This bugcheck was due to incorrect memory access ordering. Read—only processes would sometimes get a
incorrect snapshot page pointer and find that the snapshot page was not for the matching live page.

The chance of seeing this bugcheck has been reduced in Oracle Rdb Release 7.0.6.4.

3.1.22 IVP Tests of DECC and VAXC

Previously, depending on the versions of and existence/absence of the :VAX C and DEC C compilers, the I\
may not have correctly tested one or both of the compiler options.

This particular problem area has been improved. The Oracle Rdb IVP procedure now attempts to more
accurately determine what C compilers have been installed. However, Oracle is not able to test every
combination of every version of the VAXC and DECC compilers; it is possible that the SQL precompiler IVP
may have difficulty with certain combinations of versions. Oracle believes the IVP will work correctly in
most cases.
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3.1.23 Left OJ Query Using Hash Retrieval Returns Wrong
Results

Bug 2352298

The following left OJ query should not select NULLSs for the columns of the right outer join table.

create database filename 'testdb.RDB'
create storage area AREA_T2 filename 'AREA_T2.RDA'
page format is MIXED;

create table T1 (T1_COL_A CHAR(3), T1_COL_C CHAR(6) );
create table T2 (T2_COL_A CHAR(3), T2_COL_B CHAR(2), T2_COL_C CHAR(6) );

create unique index T1_AC_SRT on T1 (T1_COL_A, T1_COL_C) type is SORTED;

create unique index T2_ABC_HSH on T2 (T2_COL_A, T2_COL_B, T2_COL_C)
type is HASHED store in AREA_T2;

create unique index T2_ACB_SRT on T2 (T2_COL_A, T2_COL_C, T2_COL_B)
type is SORTED;

create storage map MAP_T2 for T2
placement via index T2_ABC_HSH store in AREA_T2;

insertinto T1 (T1_COL_A, T1_COL_C) value ('ABC', '123456");

insert into T2 (T2_COL_A, T2_COL_B, T2_COL_C) value
(ABC', '01', '123456");

set flags 'strategy,detail’;

select T1_COL_A, T1_COL_C,
T2_COL_A, T2_COL_B, T2_COL_C from
(T1 left outer join T2on T2_COL_A =T1 _COL_A and
T2_COL_B ='01' and
T2 COL_C =T1 COL_C)
where T1_COL_A ="ABC' and
T1 COL_C ='123456"
Tables:
0=T1
1=T2
Merge of 1 entries
Merge block entry 1
Conjunct: (0.T1_COL_A ='ABC") AND (0.T1_COL_C ='123456)
Cross block of 2 entries (Left Outer Join)
Cross block entry 1
Conjunct: (0.T1_COL_A ='ABC') AND (0.T1_COL_C ='123456'")
Get Retrieval by index of relation 0:T1
Index name T1_SRT [2:2] Direct lookup
Keys: (0.T1_COL_A ='ABC") AND (0.T1_COL_C ='123456)
Cross block entry 2
Conjunct: (1.T2_COL_A=0.T1_COL_A) AND (1.T2_COL_B ='01") AND
(1.T2_COL_C=0.T1_COL_C)
Get Retrieval by index of relation 1:T2
Index name T2_ABC_HSH [2:2] <== Notel
Keys: (1.T2_COL_A =0.T1_COL_A) AND (1.T2_COL_B ='01"
T1 COL A T1. COL_C T2 COL A T2 COL B T2_COL_C
ABC 123456 NULL NULL NULL
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1 row selected

Note 1: Partial Index retrieval [2:2] using 2 segments is applied to the hash index of 3 segments and no row
found.

The key parts of this query which contributed to the situation leading to the error are these:

1. The main query contains a derived table of a left outer join on the columns COL_A and COL_C
between tables T1 and T2 but T2_COL_B is equal to a literal '01".

2. The WHERE clause contains the filter predicates on COL_A and COL_C of table T1.

3. The outer table T1 has a sorted index, T1_AC_SRT, with columns COL_A and COL_C.

4. The inner table T2 has a hash index, T2_ABC_HSH, with columns COL_A, COL_B, and COL_C,
and another sorted index, T2_ACB_SRT, with columns COL_A, COL_C, and COL_B.

5. Having this sorted index, T2_ACB_SRT, exposes the hidden bug in the optimizer where the partial
index retrieval [2:2] using 2 segments out of 3 on a hash index, returns wrong results.

As a workaround, the query works if the sort index T2_ACB_SRT is dropped.

Here is the new strategy and result:

Tables:
0=T1
1=T2
Merge of 1 entries
Merge block entry 1
Conjunct: (0.T1_COL_A ="ABC") AND (0.T1_COL_C ='123456")
Cross block of 2 entries (Left Outer Join)
Cross block entry 1
Conjunct; (0.T1_COL_A ='ABC") AND (0.T1_COL_C = '123456")
Get Retrieval by index of relation 0:T1
Index name T1_SRT [2:2] Direct lookup
Keys: (0.T1_COL_A ="'ABC') AND (0.T1_COL_C ='123456")
Cross block entry 2
Conjunct: (1.T2_COL_A=0.T1_COL_A) AND (1.T2_COL_B ='01") AND
(1.T2_COL_C =0.T1_COL_C)
Get Retrieval by index of relation 1:T2
Index name T2_ABC_HSH [3:3] Direct lookup <== Note2
Keys: (1.T2_COL_A =0.T1_COL_A) AND (1.T2_COL_B ='01") AND
(1.T2_COL_C=0.T1_COL_C)
T1 COL_A T1.COL_C T2 _COL A T2 COL B T2_COL_C
ABC 123456 ABC 01 123456
1 row selected

Note 2: Index retrieval [3:3] using all segments is applied to the hash index of 3 segments and the correct rc
is found.

This problem has been corrected in Oracle Rdb Release 7.0.6.4.

3.1.24 Getting Null Values Instead of Actual Values

Bug 2245379

When columns of a table have been added/dropped several times, it is possible, in some rare conditions, to
null values instead of actual values for a column when doing a sequential scan of the table.
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The following example shows the different results depending on the strategy.

SQL> select f1,f2 from t where f1>0 and f1<3;
Index only retrieval of relation T
Index name |_T [1:1]

F1 F2
1 1
2 1

SQL> select f1,f2,f3 from t where f1>0 and f1<3;
Conjunct Get Retrieval sequentially of relation T

F1 F2 F3
1 NULL 1
2 NULL 1

To work around the problem, add a new column to the table.

SQL> Alter table t add column xx integer;
SQL> commit;

This problem has been corrected in Oracle Rdb Release 7.0.6.4.
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3.2 SQL Errors Fixed

3.2.1 ALTER DOMAIN...DROP DEFAULT Reports DEFVALUNS
Error

Bug 456867

If a domain has a DEFAULT of CURRENT_USER, SESSION_USER, or SYSTEM_USER and attempts to
delete that default, it may fail unexpectedly. The following example shows the error:

SQL> ATTACH 'FILENAME PERSONNEL';

SQL> CREATE DOMAIN ADDRESS_DATA2_DOM CHAR(31)

cont> DEFAULT CURRENT_USER,;

SQL> COMMIT;

SQL> ALTER DOMAIN ADDRESS_DATA2_DOM

cont> DROP DEFAULT;

%SQL-F-DEFVALUNS, Default values are not supported for the data type of
ADDRESS_DATA2_DOM

To work around this problem you must first alter the domain to have a default of NULL, as shown, and then
use DROP DEFAULT:

SQL> ALTER DOMAIN ADDRESS_DATA2_DOM SET DEFAULT NULL;
SQL> ALTER DOMAIN ADDRESS_DATA2_DOM DROP DEFAULT:
SQL> COMMIT;

This problem has been corrected in Oracle Rdb Release 7.0.6.4.

3.2.2 Exception in Nested Routines Did Not Close Index Scans

Bug 1058528

In prior releases of Oracle Rdb, exceptions occurring in a nested stored procedure or function could leave
open index scans. This problem resulted in bugchecks during the ROLLBACK statement. The bugcheck
would have a signature similar to the following:

*kkxk Exception at 03435E80 : KOD$ROLLBACK + 000001D8
%COSI-F-BUGCHECK, internal consistency failure

To cause this problem, an exception had to be raised while a query was scanning an index. A nested stored
routine is one invoked by the CALL statement or a function expression within a compound statement (BEGI|
END block).

The exception may occur in the routine body itself, a trigger action, or in a nested stored routine. There is nc
workaround for this problem.

This problem was corrected in Oracle Rdb Release 7.0.6 but the note was lost somewhere along the line.

Note
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The routine KOD$ROLLBACK implements the rollback functionality. It contains a sanity
check to ensure correct operation of the Rdb server. While every effort has been made to
correct this reported problem, it is possible that some unrelated problem may produce a
similar bugcheck signature. Please report all future occurrences to Oracle Support.

3.2.3 DDL Statements Generated Unexpected Runtime Errors

In previous releases of Oracle Rdb, it was possible for DDL (data definition language) statements embeddel
in the SQL precompiler source (EXEC SQL) or in a SQL module language procedure to generate unexpecte
errors at run time. This problem only occurred when the quote character (‘) had to be doubled when include
in a string literal.

Consider this CREATE TABLE example embedded in a C source module:

void sqgl_signal ();

main()

{

int SQLCODE = 0;

exec sql declare alias filename 'MF_PERSONNEL";

exec sql create table my_tablel (name_q char(10) default ");
if (SQLCODE != 0) sql_signal ();

exec sql rollback;

if (SQLCODE !=0) sql_signal ();

}

When this application is executed, the following error is reported:
%SQL-F-UNTSTR, Unterminated string found

The problem occurs because all DDL statements (such as CREATE TABLE) are processed as Dynamic
statements by SQL module language and the SQL precompiler. The saved version of the CREATE TABLE
statement is rewritten without processing the quoting character (') correctly.

In most cases, this problem would cause SQL-F-SYNTAX_ERR or %SQL-F-UNTSTR exceptions, but in
some cases two mismatched quotes may have unexpectedly captured syntax and the statement may have
executed correctly. See the following TRACE statement in a stored procedure for instance:

TRACE " || R.RDB$FIELD_NAME || "";

This statement was saved as:

TRACE " || R . RDB$FIELD_NAME || "

which caused Trace to display the following text:

~Xt:' || R . RDB$FIELD_NAME ||

This problem has been corrected in Oracle Rdb Release 7.0.6.4. SQL now encodes the quoted string corre

for use with Dynamic SQL. Any applications that suffer from this problem must be recompiled using the
corrected version of Rdb.
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3.2.4 INSERT Cursor on a Derived Table Would Bugcheck

In prior releases of Oracle Rdb, SQL did not prevent a derived table from being used as the target for an
INSERT cursor. While the DECLARE and OPEN for the cursor apparently succeeded, attempts to use the
cursor would generate a bugcheck as shown below.

SQL> declare ONE insert only table cursor

cont> for select EMPLOYEE_ID from (select * from EMPLOYEES) as E;

SQL> OPEN ONE;

SQL> INSERT INTO CURSOR ONE VALUES ('00000";

%SQL-I-BUGCHKDMP, generating bugcheck dump file DISK1:[TESTING]SQLBUGCHK.DMP;
%SYSTEM-F-ACCVIO, access violation, reason mask=00, virtual address=00000024,
PC=00239A72, PSL=03C00005

This problem has been corrected in Oracle Rdb Release 7.0.6.4. SQL now issues an error when the
DECLARE CURSOR is detected.

3.2.5 SQL Query Bugchecks at SQL$SGET _QUEUE_WALK

Bug 2245763

In prior releases of Oracle Rdb, it was possible that some queries involving UNION and functions that
returned VARCHAR would bugcheck when using ORACLE LEVEL1 dialect.

*xxxx Exception at 002A5844 : SQL$SGET_QUEUE_WALK + 00000244
%SYSTEM-F-ACCVIO, access violation, reason mask=00,
virtual address=0000000000000080, PC=00000000002A5844, PS=0000001B

The following example shows this problem.

SQL> set dialect 'oracle levell';

SQL>

SQL> create module MMM

cont> language SQL

cont> function rtrim (in :a varchar (200), in: c varchar (200))

cont> returns varchar(200);

cont> return trim (both :c from :a);

cont> end module;

SQL>

SQL> select '

cont> from employees e

cont> union

cont> select rtrim(e.first_name," ")

cont> from employees €;

%SQL-1-BUGCHKDMP, generating bugcheck dump file DISK1:[TEST_DB]SQLBUGCHK.DMP;
%SYSTEM-F-ACCVIO, access violation, reason mask=00,

virtual address=0000000000000080, PC=00000000002A5844, PS=0000001B
SQL>

This problem was caused by erroneous processing of the implicit CASE expression wrapped around the
function call to produce Oracle RDBMS language semantics for zero length strings which are considered
equivalent to NULL.

A workaround would be to use SET DIALECT 'SQL92' before executing this query. In this dialect, no specia
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zero length string handling is required.

This problem has been corrected in Oracle Rdb Release 7.0.6.4.

3.2.6 SQL Query Bugchecks at SQL$SGET QUEUE_WALK
Bug 2272808

In prior releases of Oracle Rdb, it was possible that some queries involving UNION, COALESCE (or NVL)
builtin functions would bugcheck.

*xxxx Exception at 003363D0 : SQL$$SGET_QUEUE_WALK + 00000340
%SYSTEM-F-ACCVIO, access violation, reason mask=00,
virtual address=0000000000000080, PC=00000000003363D0, PS=0000001B

The following example shows this problem.

SQL> create module MMM
cont> language SQL
cont> function fixstr (in :id integer,

cont> in :a char (20),
cont> in :b char (20),
cont> in :c char (20))

cont> returns char(20);

cont> return NULL;

cont> end module;

SQL>

SQL> select fixstr (1, last_name, first_name, middle_initial) as nm

cont> from employees

cont> where employee_id ='00164"

cont> union all

cont> select cast(coalesce(postal_code,

cont> fixstr (1, last_name, first_name, middle_initial)

cont> ) as char(20)) as nm

cont> from employees

cont> where employee_id ='00164";

%RDMS-I-BUGCHKDMP, generating bugcheck dump file DISK1:[TEST_DB]SQLBUGCHK.DMP;
%SYSTEM-F-ACCVIO, access violation, reason mask=00,

virtual address=0000000000000080, PC=00000000003363D0, PS=0000001B

This problem was caused by erroneous processing of the COALESCE expression wrapped around the
function call in the second leg of the UNION clause.

Note

The NVL function is a synonym for COALESCE.

A workaround would be to rewrite the COALESCE as a searched case expression. COALESCE (a, b, ..., 2)
equivalent to:

case
when a is not NULL then a
when b is not NULL then b
else z
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end

This problem has been corrected in Oracle Rdb Release 7.0.6.4.

3.2.7 Privileges Not Honored For SET TRANSACTION
Bug 1668270

Oracle Rdb was not reverting to the privilege settings of the SQL/Services service owner for commands suc
as SET TRANSACTION ... RESERVING, CREATE, ALTER and DROP.

The following example uses SQL*Plus and SQL*Net for Rdb to execute a query and shows this behaviour.

SQL> set transaction read write reserving employees for protected write;
set transaction read write reserving employees for protected write;

*
ERROR at line 1:
ORA-01031: insufficient privileges

In fact, the current user is granted access to the EMPLOYEES table, but the service owner is not. A
workaround is to give the service owner the required privileges.

This problem has been corrected in Oracle Rdb Release 7.0.6.4.

3.2.8 Multistatement Procedures Used with Connections

Resulted in %RDB-E-OBSOLETE_METADA Error Message

Bug 1879521

In prior releases of Oracle Rdb, there was a problem with multiple connections and the use of multistatemer
procedures. Specifically, Oracle Rdb requires a special internal module to be set up for multistatement
procedures. In the case of two or more connections calling the same multistatement procedure, the module
setup was not done for the second connection. This was incorrect behavior and resulted in the following erre
message:

%RDB-E-OBSOLETE_METADA, request references metadata objects that no longer
exist

The correct behavior is to insure that the module setup is performed when a database switch occurs for the
first time.

This problem has been corrected in Oracle Rdb Release 7.0.6.4.
3.2.9 Incorrect Handling of FOR Loop Select List Columns

Bug 2309767

In prior releases of Oracle Rdb, reference to the DBKEY of a table using the FOR loop variable could return
the wrong table's DBKEY.
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The following example shows this problem.

SQL> begin

cont>d
cont>

eclare :rc integer = 0;

cont> for :EJH as

cont>
cont>
cont>
cont>
cont>d
cont>
cont>
cont>
cont>
cont>

select JH.dbkey

from employees E, job_history JH
where jh.employee_id ='00164'

and jh.employee_id = e.employee_id
o}

trace 'processing row';

update job_history JH

set jh.employee_id ='00164'

where JH.DBKEY = :EJH.DBKEY;
get diagnostics :rc = row_count;

cont> trace 'updated ', :rc;

cont>e
cont> e

nd for;
nd;

%RDB-E-NO_RECORD, access by dbkey failed because dbkey is no longer associated
with a record
-RDMS-F-NODBK, 66:15:1 does not point to a data record

A FOR loop declares a special variable which can be used to reference the results of the select statement.
list is used to match the names for subsequent references in the FOR loop body. The DBKEY of a table is a
exception as it need not be explicitly selected from the table. It was this exception which caused the incorrec

behav

ior.

The following problems are corrected in this release of Rdb.

1.

FOR :A AS SELECT DBKEY FROM T

In prior releases, the select list was not used to resolve the DBKEY reference. Instead, the first
DBKEY found for all tables in the join was used. SQL now uses the select list first to locate the
DBKEY. If none is found and the FOR loop is processing a single table, then that table's DBKEY is
used. If more than one DBKEY is visible because of a join condition, then an error will be reported.

%SQL-F-FLDAMBIG, Column DBKEY is not unique in tables in the FROM clause
.FOR :A AS SELECT LAST_NAME AS DBKEY FROM T

While not recommend by Oracle, it is legal to rename a column as "DBKEY" using the AS clause. In
prior releases, this renaming was ignored and the actual DBKEY of the table was used. SQL now
processes the renamed column correctly.
.FOR :A AS SELECT ROWID FROM T

The names DBKEY and ROWID are synonymous. It is possible to fetch the ROWID in the select list
and later reference the value using DBKEY. Oracle recommends that the names be used consistent|
as it is possible that this behavior may change in a future release.
.FOR :A AS SELECT *FROMT, S

In prior releases, a reference to DBKEY in a join context was allowed and SQL would choose the firs
table. This erroneous behavior is now fixed. SQL will now report an error.

%SQL-F-FLDAMBIG, Column DBKEY is not unique in tables in the FROM clause
.FOR :A AS SELECT * FROM EMPLOYEES, JOB_HISTORY

If columns from different tables have the same name or if the AS clause is used to rename a column
the same name as an existing column, then SQL did not report ambiguous column references within
the FOR loop body.

3.2.7 Privileges Not Honored For SET TRANSACTION 66



Oracle® Rdb for OpenVMS

SQL> begin

cont> declare :rc integer = 0;

cont>

cont> for :EJH as

cont> select*

cont> from employees E, job_history JH

cont> where jh.employee_id ='00164"

cont> and jh.employee_id = e.employee_id
cont>do

cont> trace 'processing row';

cont> update job_history JH

cont> setjh.employee_id ='00164'

cont> where JH.employee_id = :EJH.employee_id;
cont> get diagnostics :rc = row_count;

cont> trace 'updated ', :rc;

cont> end for;

cont> end,;

%SQL-F-FLDAMBIG, Column EMPLOYEE_ID is not unique in tables in the FROM clause

These problems have been corrected in Oracle Rdb Release 7.0.6.4. Please note that existing applications
(stored procedures and compiled programs) will continue to function. However, when they next are compilec
(or created), this new error checking will be in effect.

3.2.10 Unexpected Error on FOR Loop With Dialect ORACLE
LEVEL1

In prior releases of Oracle Rdb, Dynamic SQL would generate an error if a FOR loop was detected and the
dialect was set to ORACLE LEVEL1. The errors could occur for a stored procedure (part of a CREATE
MODULE statement), or a compound statement.

The following examples show these errors. The first error shown is for a dynamically executed compound
statement.

>> ATTACH ‘filename DB$:SCRATCH'

>> SET DIALECT 'ORACLE LEVELY'

>> SET FLAGS 'TRACE'

>> BEGIN FOR :C AS SELECT RDB$FLAGS FROM RDB$DATABASE DO TRACE :C.RDB$FLAGS;
END FOR; END

error: —1...

error text:

%SQL-F-DATTYPUNK, Data type unknown. Expression cannot use only host variables

The second error was generated from a compiled SQL$PRE application that included CREATE MODULE a
part of an EXEC SQL statement. The source of the CREATE MODULE is passed to Dynamic SQL for
execution.

exec sql
create module MYMOD
language SQL
procedure MYPROC (in :a integer);
begin
declare :b float = 0;
for :c as select rdb$flags from rdb$database
do
trace :c.rdb$flags, :b, :a;
end for;
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end;
end module;

This runtime error is produced:
%SQL-F-DDLPARAM, You referred to parameter ? in a DDL statement

These errors occur because the FOR loop variable is erroneously assumed to be a parameter marker for
Dynamic SQL.

This problem has been corrected in Oracle Rdb Release 7.0.6.4. SQL now recognizes FOR loop variables ¢
well as routine parameters and declared variables and no longer assumes they are parameter markers.

3.2.11 Unexpected Truncation of Data Assigned in Precompiled
SQL

Bug 968518

In prior releases of Oracle Rdb, it was possible that multiple UPDATE or INSERT statements in the same
multistatement procedure using the same host variable would assign truncated string values to some colum

A SQL optimization tried to limit the passed data to that required by the column. For example, if the host
variable was longer than the target column then data passed to the Rdb server was limited to the column
length (since it would be truncated during assignment anyway). If the same host variable was assigned to
columns of differing lengths then it was possible that the smaller length would be used for both assignments
A workaround is to reorder the INSERT or UPDATE statements.

This problem has been corrected in Oracle Rdb Release 7.0.6.4. The SQL precompiler now ensures that the
larger target length is used for the assignment.
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3.3 Oracle RMU Errors Fixed

3.3.1 RMU /VERIFY /ROQOT Incorrectly Reports
RMU-E-BADAIJPN and/or RMU-E-AIJNOTFND

Previously, it was possible for the RMU /VERIFY /ROOT command to incorrectly attempt to access a
non-existant after-image journal file. This problem was caused by an incorrect bounds check that resulted i
one additional, non—-existant, internal data structure being used. In very rare cases, this data structure appe:
to contain an incorrect (or blank) name of an after-image journal file.

For example, the follow error might be displayed (note the two spaces between "file" and "not" in the seconc
message; this is where the filename would typically be displayed - in this case the name was blank):

$ RMU /VERIFY /ROOT THUNDER.RDB

%RMU-E-BADAIJPN, There is no name associated with AlJ entry 1.
%RMU-E-AIINOTFND, expected after-image file not found
%RMU-W-ROOERRORS, 1 error encountered in root verification

This problem has been corrected in Oracle Rdb Release 7.0.6.4. The RMU /VERIFY utility now only checks
the valid internal data structure for after—image journal files.

3.3.2 RMU /VERIFY Index Warnings Eliminated on Small

Cardinality

A problem with the way cardinality differences between index nodes within sorted ranked indexes were
determined caused RMU /VERIFY to log spurious cardinality differences warnings when verifying sorted

ranked indexes.

Small differences in cardinalities, when the value of the cardinalities were small, would be incorrectly logged
as warnings during the index verify.

An example of such a warning is show below.

%RMU-W-BTRLEACAR, Inconsistent leaf cardinality (C2) of 3
specified for entry 12 at dbkey 78:92351:1 using precision of 33.
Dbkey 78:216139:1 at level 2 specified a cardinality of 1

These warnings should be ignored if both cardinalities involved are very small, say less than 10.

This problem has been corrected in Oracle Rdb Release 7.0.6.4. RMU /VERIFY will no longer log a warning
when both the cardinality differences and their values are small.

3.3.3 RMU /VERIFY /CONSTRAINT Now Uses Warning for
CONSTFAIL Message

Enhancement Bug 1644732
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In previous releases of Oracle Rdb, RMU /VERIFY /CONSTRAINT would issue an informational message if
a constraint failed to verify correctly. This severity was often ignored by log file summarizers and so the
severity of the CONSTFAIL message has been changed to a warning as shown in the following example.

$ RMU /VERIFY /CONSTRAINT SQL$DATABASE
%RMU-W-CONSTFAIL, Verification of constraint "T_CHECKZ1" has failed.
%RMU-W-CONSTFAIL, Verification of constraint "T_CHECK2" has failed.

This problem has been corrected in Oracle Rdb Release 7.0.6.4.

3.3.4 RMU Incremental Backup and Restore Could Cause

Truncated Table Rows to Reappear

Bugs 1926428 and 1987848

There was a problem with RMU /BACKUP /INCREMENTAL and RMU /RESTORE /INCREMENTAL
where rows deleted by a truncate table command in SQL could reappear following an incremental RMU
/RESTORE of uniform storage areas where a truncate table operation had taken place since the last full
backup. This happened because RMU /BACKUP /INCREMENTAL and RMU /RESTORE
/INCREMENTAL did not save and restore the status of deleted rows from truncated tables as having been
deleted due to a truncate table operation.

This problem has been corrected in Oracle Rdb Release 7.0.6.4.

3.3.5 Deleted Rows Reappear After RMU /REPAIR

Bug 1926428

If a table was truncated and then the RMU /REPAIR /INIT=FREE or RMU /REPAIR /SPAM command was
executed, the rows deleted by the truncate command could reappear making the database unreliable.

This problem has been corrected in Oracle Rdb Release 7.0.6.4.

Note that /SPAM is the default qualifier on the RMU /REPAIR command only if none of the following
gualifiers is specified on the RMU /REPAIR command line:

* J/AIP

* /ABM

* /INITIALIZE = FREE_PAGES

* /INITIALIZE = SNAPSHOTS

* /INITIALIZE = SNAPSHOTS = CONFIRM
Previously /SPAM was the default qualifier on all RMU /REPAIR commands.
3.3.6 RMU /COLLECT OPTIMIZER_STATISTICS Fails When
Temporary Tables in Database

Bug 2245491
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In previous releases of Oracle Rdb, the RMU /COLLECT OPTIMIZER_STATISTICS command would fail if
there were temporary tables in the database that also had storage maps defined. The storage maps can be
to disable compression as shown in this example.

SQL> create global temporary table GT (a integer);
SQL> create storage map GT_MAP for GT
cont> disable compression;

When this database was processed using RMU /COLLECT the following error would occur:

$ RMU /COLLECT /LOG OPTIMIZER_STATISTICS TEST_DB

Start loading tables... at 21-MAR-2002 14:39:50.24

%SYSTEM-F-ACCVIO, access violation, reason mask=04, virtual

address=0000000000000068, PC=0000000000345B14, PS=0000001B

%RMU-F-FATALOSI, Fatal error from the Operating System Interface.
%RMU-I-BUGCHKDMP, generating bugcheck dump file DISK1:[TEST_DB]JRMUBUGCHK.DMP;
%RMU-F-FTL_ANA, Fatal error for ANALYZE operation at 21-MAR-2002 14:39:50.85

A workaround for this problem is to drop just the storage maps for the temporary tables. RMU /COLLECT
normally ignores views and temporary tables. Once the RMU /COLLECT command has been executed, the
storage maps can be re—created for the temporary tables.

This problem has been corrected in Oracle Rdb Release 7.0.6.4. RMU /COLLECT now correctly filters
temporary tables that also have storage maps.

3.3.7 RMU /BACKUP /LOADER_SYNCH and Usage of Tape
Labels

Bug 1914113

The RMU /BACKUP commands offer concurrent tape drive operation. The qualifier
/LOADER_SYNCHRONIZATION allows users to preload tapes to minimize operator support. The backup
operation goes fine without any operator support if all the threads/drives use the same number of volumes.
One disadvantage with using the /LOADER_SYNCHRONIZATION qualifier is that, because not all threads
backup equal volumes of data, some operator support may or may not be required to load the tapes in stage
as backup threads become inactive (refer to "Guide to Database Maintenance" for more information). Using
implicit tape labeling or the qualifier /ACCEPT_LABEL may not be acceptable to some users for label
security reasons. In the above scenario, an operator is required to monitor the backup operation throughout
course so that the backup is completed in time.

To handle the above situation without operator intervention, the qualifier /LOADER_SYNCHRONIZATION
will now accept a keyword "FIXED" which, when specified, forces the assignment of the labels to the drives
regardless of how many tapes a thread actually uses.

For example, assume that a user uses three tape drives, each having its own loader, for RMU /BACKUP. E:
tape drive is preloaded with two tapes in the following distribution:

Drive | I Il
Label tape01 tape02 tape03
Tape04 tape05 tape06
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The user can use the following RMU /BACKUP command to force the assignments of the labels to the drive
irrespective of the number of tapes used by each drive.

$ RMU /BACKUP /LOADER_SYNCHRONIZATION=FIXED -
ILABEL=(TAPEO1, TAPEO2, TAPEO3, TAPE04) —
{DATABASE_TO_BE_BACKED_UP} -
DRIVE1:{BACKUP_FILE_NAME}, DRIVE2:, DRIVE3:

This problem has been corrected in Oracle Rdb Release 7.0.6.4.

3.3.8 RMU /BACKUP to Tape can Hang on a Quit Response to a
Prompt

Bug 2303545

On an RMU /BACKUP to tape, when the user specified the "QUIT" response to a prompt indicating that the

backup should terminate and not complete because the wrong tape was mounted or for some other reason,
backup threads could hang while RMU /BACKUP was terminating. This was actually part of a larger problen
which caused backup thread hangs when a fatal error was signaled. The QUIT prompt signals a fatal error,

"%RMU-F-ABORT, operator requested abort on fatal error” to terminate the backup.

The following example shows that RMU /BACKUP to tape could hang when a QUIT response was given to
an RMU prompt to a user terminal or the operator console indicating that the backup operation should
terminate and not continue.

$ RMU /BACKUP /LOG /ONLINE /LABEL=TEST1 /NOREWIND /DENSITY=1 -
MF_PERSONNEL TAPE_DEVICE:MF_PERSONNEL

%RMU-E-FATALERR, fatal error on tape_device:[000000]MF_PERSONNEL.RBF;
-SYSTEM-F-VOLINV, volume is not software enabled

%RMU-I-SPECIFYC, specify option (QUIT or CONTINUE)
RMU> QUIT

%RMU-F-ABORT, operator requested abort on fatal error

The only way to avoid this problem is to correct the cause of the RMU prompt so the prompt will not be
output.

This problem has been corrected in Oracle Rdb Release 7.0.6.4.

3.3.9 RMU /BACKUP to Tape can Hang When Terminating on
Fatal Errors

Bug 2303952

On an RMU /BACKUP to tape, when a fatal error was signaled, a hang could occur. The hang occurred whe
RMU /BACKUP was attempting to terminate because of the fatal error. This problem was due to a problem
handling fatal errors.
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The following example shows that RMU /BACKUP to tape could hang when it was attempting to terminate
due to a fatal error.

$ RMU /BACKUP /LOG /CHECKSUM /LABEL=BACKO01 /NOREWIND -
MF_PERSONNEL TAPE_DEVICE:PERSONNEL.RBF

%RMU-I-BCKTXT_02, Full backup of storage area (RESUMES)
DEVICE:[DIRECTORY]RESUMES.RDA;1

%RMU-F-CANTREADDBS, error reading pages 2:15-15
-RMU-F-CHECKSUM, checksum error — computed F79F2744, page contained F7A72744

The only way to avoid this problem is to correct the cause of the fatal error.

This problem has been corrected in Oracle Rdb Release 7.0.6.4.

3.3.10 /LOG Qualifier Default for RMU /SET LOGMINER and RMU
/ISET ROW_CACHE

Previously, the default setting for the "/LOG" qualifier for the RMU /SET LOGMINER and RMU /SET
ROW_CACHE commands was incorrect. The default setting for the "/LOG" qualifier should be the process'
current default DCL VERIFY state. The "/LOG" qualifier incorrectly defaulted to display log messages.

This problem has been corrected in Oracle Rdb Release 7.0.6.4. The log message default state now tracks
process' current default DCL VERIFY state.

3.3.11 RMU /JUNLOAD /AFTER_JOURNAL Exception in
AIJEXT$FINISH

Previously, it was possible for the RMU /UNLOAD /AFTER_JOURNAL command to loop while writing
bugcheck dump files as the result of exception. Typically, the dump files would all have an exception in the
AIJEXTS$FINISH routine.

This problem has been corrected in Oracle Rdb Release 7.0.6.4. The AIJEXT$FINISH routine now checks t
make sure that certain data structures are initialized before using them.

3.3.12 RMU /UNLOAD /AFTER_JOURNAL Wildcard Table Names

The RMU /UNLOAD /AFTER_JOURNAL command now supports wildcard processing of table names. The
asterisk (*) and the percent sign (%) wildcard characters can be used in the table name specification to sele
all tables that satisfy the components you specify. The asterisk matches zero or more characters and the
percent sign matches a single character.

For table name specifications that contain wildcard characters, if the first character of the string is a pound
sign (#), the wildcard specification is changed to a not matching comparison. This allows exclusion of tables
based on a wildcard specification. The pound sign designation is only evaluated when the table name
specification contains an asterisk or percent sign.
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For example, a table name specification of * indicates that all tables in the database are to be selected. A ta
name specification of "FOO%" indicates that all table names that are four characters long and that start with
the string "FOQO" (such as "FOOD" and "FOOT") are to be selected.

A table name specification of "#*FOO*" specifies that all table names that do not contain the string "FOO"
(excluding those tables such as "FOOD", "SEAFOOD" and "BUFFOONS") are to be selected.

This change has been made in Oracle Rdb Release 7.0.6.4.

3.3.13 RMU /UNLOAD /AFTER_JOURNAL AlJ Backup and
Restart Information

Previously, the next backup file from after a quiet—point AlJ backup was always required to be the first one
supplied to the LogMiner. However, when restart information is present, an internal quiet—point can be
implied so long as the first AlJ backup specified is prior to the backup sequence number indicated in the
restart information. Because of this, when restart information is supplied, the actual check for the quiet point
backup can be waived.

This change has been made in Oracle Rdb Release 7.0.6.4.

3.3.14 Unexpected COSI-F-TRU Error from RMU Extract
Bug 2349013

In prior releases, RMU Extract could fail with an error while processing complex view definitions.

$ RMU /EXTRACT /ITEM=VIEW /OUTPUT=VIEWS.SQL TESTDB
%COSI-F-TRU, truncation

%RMU-F-FATALOSI, Fatal error from the Operating System Interface.
%RMU-F-FTL_RMU, Fatal error for RMU operation at 29-APR-2002 12:44:10.71

This problem has been corrected in Oracle Rdb Release 7.0.6.4.
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3.4 RMU Show Statistics Errors Fixed

3.4.1 RMU /SHOW STATISTICS Triggers Invoked From User
Defined Events at Times Other Than the Refresh Intervals

Bug 2158913

RMU /SHOW STATISTICS triggers can invoke from a user defined event at times other than refresh
intervals. Moreover, the invoke is triggered more than once for each time the threshold is reached. The sam
event works fine when a "NOTIFY" is used instead of an "INVOKE".

This problem has been corrected in Oracle Rdb Release 7.0.6.4. At present (up to releases 7.0.6.3 and 7.1.
the RMU /SHOW STATISTICS display is updated when the RMU /SHOW STATISTICS keypad is used

apart from being updated at refresh intervals. As a result of the fix for this problem, RMU /[SHOW
STATISTICS display will only be updated at refresh intervals.

3.4.2 RMU /SHOW STATISTICS Row Cache Information May Not
Display the Information of the Cache Selected

Bugs 2220998 and 2150808

RMU /SHOW STATISTICS may not display the information about the correct cache when you select the
"Row Cache Information" option.

This problem has been corrected in Oracle Rdb Release 7.0.6.4.

3.4.3 Inconsistency in the Hot Standby Statistics Screen of RMU
/ISHOW STATISTICS

Bug 1943101

An inconsistency is observed on the Hot Standby Statistics screen of RMU /SHOW STATISTICS. On the
standby side, the master AlJ seems smaller than the standby AlJ.

This problem has been corrected in Oracle Rdb Release 7.0.6.4.
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Chapter 4
Software Errors Fixed in Oracle Rdb Release 7.0.6.3

This chapter describes software errors that are fixed by Oracle Rdb Release 7.0.6.3.

Chapter 4 Software Errors Fixed in Oracle Rdb Release 7.0.6.3
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4.1 Software Errors Fixed That Apply to All Interfaces

4.1.1 Disabling AlJ When Row Cache Recovery Required
Bug 1831040

When after—-image journaling is manually disabled on a closed database that had Row Caching active and
requires recovery, it is possible to render the database unusable. For example, consider the following seque
of events:

1. Database is running with Row Caching enabled.

2. AlJ files not backed up and eventually fill.

3. User processes deleted or system fails.

4. User enters RMU /SET AFTER_JOURNAL /DISABLE command.

At this point, a warning message is displayed, but the database can not be opened because the DBR proce
will fail when attempting to access the after image journal files.

This problem has been corrected in Oracle Rdb Release 7.0.6.3. Attempts to disable journaling will now resi
in a fatal error and journaling will not be disabled when Row Cache recovery is required. The following
example demonstrates this condition.

$ RMU/SET AFTER/DISABLE MF_PERSONNEL.RDB
%RMU-W-DBRABORTED, database recovery process terminated abnormally
%RMU-F-MUSTRECDB, database must be closed or recovered
%RMU-F-FTL_SET, Fatal error for SET operation at 11-SEP-2001 22:52:22.37

4.1.2 Query With Range List OR Predicates Returns Wrong
Results

Bug 1329838

The following query with range list OR predicates returns wrong results:

set flags 'strategy,detail’;

select t,m,p,b from a
where (t='S' and (m='N' or p="Q")) or (t="Z2' and (m='N' or b="A"))
order by t,m,p,b;
Tables:
0=A
Sort: 0.T(a), 0.M(a), 0.P(a), 0.B(a)
Conjunct: ((0.T ='S") AND ((0.M ='N") OR (0.P ='Q"))) OR ((0.T ='Z") AND ((
0.M ='N") OR (0.B = 'A))

OR index retrieval | <== Let's call this "Outer"
Conjunct: (0.B ='A’) OR (0.M ='N') OR (0.M ='N')
OR index retrieval | <== let's call this "Inner"

Get Retrieval by index of relation 0:A
Index name BTY_X[2:2]
Keys: (0.B ='A") AND (0.T ='Z)
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Conjunct: NOT (0.B ='A") AND ((0.M ='N") OR (0.M ='N")) ! <==incorrect
Get Retrieval by index of relation 0:A
Index name MTZ_X [(2:2)2]
Keys: r0: (0.M ='N") AND (0.T ='S)

rl: (0.M = 'N') AND (0.T = 'Z')

Conjunct: NOT ((0.B ='A") OR (0.M ='N") OR (0.M ='N") ! <==incorrect

Get
Index name PZY_X[1:1]
Keys: 0.P ='Q’

T
S
S
S
S
S
S
S
S
S
S

Retrieval by index of relation 0:A

B
B
NULL
B
NULL
B
NULL
NULL B
NULL NULL
NULL Q B
NULL Q  NULL

zzzzzzzZ2<Z
QO T TO0QO0 T

10 rows selected

The sequential access strategy gives the correct result as seen in the following example.

select t,m,p,b from a
where (t='S' and (m='N' or p='Q")) or (t="Z2' and (m='N' or b="A"))
order by t,m,p,b optimize for sequential access;

T

S
S
S
S
S
S
S
S
S
S
S
S
S
S
S

M P B

M Q A <= missing row
M Q B

M Q NULL

N P A <= missing row

N P B

N P NULL

N Q A <= missing row
N Q B

N Q NULL

N NULL A <= missing row
N NULL B

N NULL  NULL

NULL Q A <= missing row

NULL Q B
NULL Q  NULL

15 rows selected

The key parts of this query which contributed to the situation leading to the error are these:

1. The main select query contains a where clause with range list OR predicates that involves 4 column:
each testing equality with a constant literal value. In this example, we use the column names B, M, F
and T.

2.The column T is a common segment between index BTY_X and MTZ_X, where BTY_X is an index
on columns B, T and Y; MTZ_X is an index on columns M, T, and Z. The column P is defined as a
leading segment in PZY_X.

3. The main OR predicate has the left branch which contains an AND between "T='S™ and another
secondary OR predicate "(m='N' or p="Q")". The right branch contains an AND between "T='Z" and
another secondary OR predicate "(m='N' or b="A")".

4. The OR predicates are arranged in such a way so that the strategy of the optimizer uses the range li
retrieval "MTZ_X[(2:2)2]" on keys "r0: (0.M ='N") AND (0.T ='S")" and "r1: (0.M ='N") AND (0.T
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='Z""in the second leg of the "inner" OR index retrieval under the first leg of the "outer" OR index
retrieval.

5. The NOT filter, created at the top of the second leg of the "inner" OR index retrieval, DOES NOT
contain the equality predicate "0.T ='Z™ from the first leg.

6. The NOT filter, created at the top of the second leg of the "outer" OR index retrieval, DOES NOT
contain the predicates "(0.T ='S")" and "(0.T = 'Z")" from the range list predicates of the first leg.

There is no known workaround for this problem.

This problem has been corrected in Oracle Rdb Release 7.0.6.3.

4.1.3 Performance Problems when
RDM$BIND SNAP_QUIET _POINT Defined to O

Bug 884004

When the logical name RDM$BIND_SNAP_QUIET_POINT was defined to 0, it would cause Oracle Rdb to
write out modified buffers and demote all page buffer locks when a READ ONLY transaction was started.
This would defeat the optimizations utilized by the FAST COMMIT feature, and would also cause additional
locking and page buffer 1/O.

This problem has been corrected in Oracle Rdb Release 7.0.6.3. When the
RDM$BIND_SNAP_QUIET_POINT logical is defined to 0 and a process is holding the quiet point lock
when starting a READ ONLY transaction, the quiet lock will be retained. Thus buffers will not be flushed anc
page locks will not be released when starting a READ ONLY transaction. If a backup process requests the
quiet point lock, and the logical RDM$BIND_SNAP_QUIET_POINT is defined to 0, then any READ ONLY
transactions will immediately write out modified buffers and release the quiet point lock.

4.1.4 Workload Ignored When Loaded With RMU/INSERT
OPTIMIZER_STATISTICS

In previous versions of Oracle Rdb, if workload statistics were loaded into a database using the RMU/INSEF
OPTIMIZER_STATISTICS command, the workload would be ignored by the optimizer.

The use of workload statistics can be observed by setting the ESTIMATES debug flag as shown in the
following example.

SQL> set flags 'estimates’;
SQL> select * from t1 where f1=1;
Solutions tried 1
Solutions blocks created 1
Created solutions pruned 0
Cost of the chosen solution 3.0000000E+00
Cardinality of chosen solution 1.0000000E+00
~0: Workload statistics used
F1 F2
1 1
1 row selected

After loading workload statistics with the RMU/INSERT command, a query that should use statistics will fail
to show the ~O: Workload statistics used message. This indicates that the statistics are being ignored.
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The problem can be identified by examining the data loaded into the RDB$WORKLOAD system table. If the
RDB$CREATED and RDB$LAST_ALTERED columns have the same value, as shown in the following
example, then workload statistics will be ignored.

SQL> select rdb$created,rdb$last_altered from rdb$workload;
RDB$CREATED RDBS$LAST _ALTERED
19-0OCT-2001 00:33:53.27 19-0OCT-2001 00:33:53.27
1 row selected

The problem can be corrected by manually updating the RDB$SLAST_ALTERED column, as shown in the
following example. New attaches will commence using the workload values.

SQL> update rdb$workload set rdb$last_altered=current_timestamp;

This problem was actually corrected in Oracle Rdb Release 7.0.6.2 but the release note was inadvertently
omitted.

4.1.5 Zero Index Prefix Cardinality After Create Index
Bug 867890

Under certain conditions, index prefix cardinality stored for a newly—created sorted index was incorrect
(zero). This could sometimes occur when a table already had rows stored in it. When the index prefix
cardinalities are not stored (are zero), the query optimizer might choose poor query strategies resulting in sl
response times.

The following is an example illustrating the problem. A table, TT, is created with two data rows. Next, a
unique index, TT_U, is created on that table and the transaction is committed. The ensuing select statemen
lists the index segments and the index prefix cardinality stored for each segment. For index TT_U, which ha
three segments, there are two index prefixes: (1) the column S by itself, and (2) the column S with the colun
E. The example below shows that the index prefix cardinalities were zero both after the index creation was
committed and also after a disconnect from the database had been performed.

SQL> create table tt (s char (4), e char (1), v int);
SQL> insert into tt values ('ABC', 'Z', 10000000);
1 row inserted

SQL> insert into tt values ('ABC', 'Z', 10000001);
1 row inserted

SQL> commit;

SQL>

SQL> create unique index tt_u on tt (s,e,v);
SQL> commit;

SQL>

SQL> select cast(rdb$field_name as char(1)) as col,
cont> cast(rdb$field_position as tinyint) as pos,
cont> cast(rdb$cardinality as tinyint) as pfx_card

cont> from rdb$index_segments where rdb$index_name = 'TT_U"
COL POS PFX_CARD

S 1 0
E 2 0
\Y 3 0

3 rows selected
SQL> rollback;
SQL>

SQL> disconnect all;
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SQL>

SQL> attach ‘filename test.rdb’;

SQL>

SQL> select cast(rdb$field_name as char(1)) as col,
cont> cast(rdb$field_position as tinyint) as pos,
cont> cast(rdb$cardinality as tinyint) as pfx_card

cont> from rdb$index_segments where rdb$index_name = 'TT_U";
COL POS PFX_CARD

S 1 0
E 2 0
\Y 3 0

3 rows selected
SQL> rollback;

As a workaround, to correct this error following index creation, use the RMU utility to collect optimizer
cardinality statistics for the problem index.

$ rmu/collect optimizer /statistic=cardinality test.rdb

This problem has been corrected in Oracle Rdb Release 7.0.6.3. Now, index prefix cardinalities will be
recorded for newly—created indexes as soon as the work is committed.

4.1.6 RDB-E-ARITH_EXCEPT Error From the Rdb Optimizer

Bug 1694309

When using workload statistics, it was possible that a query that joined several tables together would produ
a divide by zero error.

The following example shows the result of trying to execute a query that exposed the problem.

%RDB-E-ARITH_EXCEPT, truncation of a numeric value at runtime
—-SYSTEM-F-HPARITH, high performance arithmetic trap, Imask=00000000,
Fmask=00000001, summary=04, PC=0000000000FBF748, PS=0000000B
-SYSTEM-F-FLTDIV, arithmetic trap, floating/decimal divide by zero at

PC=0000000000FBF748, PS=0000000B

As a side effect of this problem, some queries could be inaccurately costed by the optimizer, which could le:
to less than optimal retrieval strategies. The following simple example shows a query where the cardinality
was inaccurately calculated from the workload statistics because of this problem.

SQL> set flags 'estimates'
SQL> select * from t1, t2 where t1.f1=t2.f1;
Solutions tried 6
Solutions blocks created 4
Created solutions pruned 1
Cost of the chosen solution 1.5162601E+01
Cardinality of chosen solution 0.0000000E+00
~0: Workload statistics used

T1.F1 T2.F1

1 1

1000 rows selected

4.1.6 RDB-E-ARITH_EXCEPT Error From the Rdb Optimizer 81



Oracle® Rdb for OpenVMS

Oracle Rdb now correctly interprets NULL factors of 1.0 and 0.0 in workload statistics and therefore correctl
calculates the cardinality of this example to 1000 rows.

The problem can be worked around using any of the following techniques:

» Ensuring that workload data does not have a null factor of exactly 0.0 or 1.0.

* Removing workload statistics.

« Ensuring that the table cardinalities are greater than 1 for all tables in the query.
» Use of the OLD_COST_MODEL debug flag.

This problem has been corrected in Oracle Rdb Release 7.0.6.3.

4.1.7 COMPUTED BY Columns Now Automatically Reserve
Referenced Tables

Bug 1253235

In previous versions of Oracle Rdb, it was possible that an application could fail if a reference to a
COMPUTED BY or view column required a table not specified in the RESERVING clause of the SET or
DECLARE TRANSACTION statement.

The application developer may not know that a column requires these extra tables as part of the transaction
the definition of the view or COMPUTED BY column may be changed to reference different tables after the
application is in production.

The following code shows an example where a COMPUTED BY column (PRICE) requires access to a table
(CASE_TABLE) that was not referenced by the RESERVING clause.

SQL> set transaction read only

cont> reserving REPORT_VIEW for shared read;

SQL> select * from REPORT_VIEW order by LINE_NUM,;
%RDB-E-UNRES_REL, relation CASE_TABLE in specified request is not a
relation reserved in specified transaction

SQL> rollback;

SQL> set transaction read only

cont> reserving REPORT_VIEW, CASE_TABLE for shared read;

SQL> select * from REPORT_VIEW order by LINE_NUM,;

CASE_NUM LINE_NUM PRICE
1 1 7270.00
1 2 14540.00

2 rows selected

This problem has been corrected in Oracle Rdb Release 7.0.6.3. Rdb now automatically reserves tables
referenced by COMPUTED BY columns for SHARED READ.

4.1.8 Bugchecks in PIOGB$PURGE_BUFFER After Node Failure
When Row Cache in Use

Bug 2058891

4.1.7 COMPUTED BY Columns Now Automatically Reserve Referenced Tables 82



Oracle® Rdb for OpenVMS

When the Row Cache feature was enabled with global buffers, it was possible for processes to bugcheck wi
the following exception after a node failure occurred:

whikk Exception at 00ES8F9C : PIOGB$PURGE_BUFFER + 0000078C
%COSI-F-BUGCHECK, internal consistency failure

The problem could also occur the first time the database was accessed after an
RMU/CLOSE/ABORT=DELPRC command was issued.

There was a problem in the database recovery mechanisms for the Row Cache feature that could cause glo
buffer data structures to become inconsistent.

This problem has been corrected in Oracle Rdb Release 7.0.6.3.

4.1.9 Page Locking Problems in Release 7.0.6.2
Bugs 2042873 and 2061266

Oracle Rdb Release 7.0.6.2 introduced errors into the buffer page locking mechanisms that could cause
excessive stalls or deadlocks.

The first problem was triggered when the Asynchronous Prefetch (APF) mechanism was used to fetch a buf
that contained only one page. In that situation, blocking ASTs for the page lock would be ignored. This was
typically seen for buffers containing Space Area Management (SPAM) pages.

Regular user processes rarely read SPAM pages via APF, but the AlJ Log Recovery Server (LRS) will often
use APF to read SPAM pages. Processes attempting to read the standby database while the LRS was in
operation would sometimes see long stalls for SPAM page locks since the LRS was neglecting to process tt
blocking AST requests.

When not using Hot Standby, this problem may be avoided by disabling APF. However, it is not possible to
disable APF for the LRS.

The second problem was seen when Global Buffers were enabled. In that situation, if one process read a
buffer via the APF mechanism, and a second process wanted to access pages within the same buffer, the
second process would not use the proper locking protocol to ensure that the first process was properly notifi
via the blocking AST mechanisms. This could lead to excessive stalls for page locks and deadlocks on page
locks. This problem was quite noticeable when the LRS process needed to access a page being held by
processes doing online access to the standby database. It was possible for the LRS to encounter so many |
conflicts that it could not process fast enough and would throttle activity on the master database.

To workaround this problem, global buffers may be disabled. This may, however, induce a substantial
performance degradation in the application.

These problems have been corrected in Oracle Rdb Release 7.0.6.3.

4.1.10 Poor Choice of Indexes by Dynamic Optimizer

Bug 703558
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A query that worked well in Rdb6 took ten times longer to execute in Rdb 7.0. The problem was attributed tc
a poor choice of indexes used by the dynamic optimizer. Here is the query:

select a.ass_asset_code, a.ass_asset_name, i.tot_clients, i.tot_value
from (select ass_asset_code,
count (*) as tot_clients,
sum(asset_value) as tot_value
from investment

where dIr_dealer_id starting with " <—- note
and ofc_office_id starting with '0119027BO01" <—--note
and adv_adviser_id starting with " <-- note
and cIn_service_type starting with " <—- note
group by ass_asset_code) i,
asset a

where i.ass_asset_code = a.ass_asset_code
order by a.ass_asset_code asc;

The WHERE clause includes these conditions:

dir_dealer_id starting with "

ofc_office_id starting with '0119027B0O01'
adv_adviser_id starting with "
cln_service_type starting with "

The Rdb6 strategy chosen was the following:

Conjunct
Match
Outer loop
Merge of 1 entries
Merge block entry 1
Aggregate Sort
Leaf#01 BgrOnly INVESTMENT Card=383229

BgrNdx1 INVESTMENT_NDX_7 [1:1] Fan=14 <--note
BgrNdx2 INVESTMENT_NDX_6 [1:1] Fan=14 <--note
BgrNdx3 INVESTMENT_NDX_5 [1:1] Fan=14 <—-- note
BgrNdx4 INVESTMENT_NDX_3 [1:1] Bool Fan=7 <—- note

Inner loop  (zig-zag)
Get Retrieval by index of relation ASSET
Index name ASSET_NDX_2 [0:0]

Use of four background indexes makes sense because each has a different leading segment (column) matc
one of the STARTING WITH clauses. The execution trace (not shown) indicates that the background scann
BgrNdx2 (INVESTMENT_NDX_6) to completion, but aborted all other scans due to reaching FtchLim. This
also makes sense because the leading segment of this index is OFC_OFFICE_ID, which is the only column
for which a real value is provided in the STARTING WITH clause. In other words, Rdb is able to retrieve the
necessary rows using index INVESTMENT_NDX_6 without having to do a full index scan.

The Rdb 7.0 strategy chosen was the following:

Conjunct
Match
Outer loop
Merge of 1 entries
Merge block entry 1
Aggregate Sort
Leaf#01 BgrOnly INVESTMENT Card=383229
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BgrNdx1 INVESTMENT_NDX_3 [1:1] Bool Fan=7 <--note
BgrNdx2 INVESTMENT_NDX_1 [1:1] Bool Fan=5 <—--note
Inner loop  (zig-zag)
Get Retrieval by index of relation ASSET
Index name ASSET_NDX_2 [0:0]

Note that INVESTMENT_NDX_6 was not selected as a candidate index. This means that whichever index i
chosen, a full index scan will have to be performed since the STARTING WITH clauses on these indexes
have values of an empty string (). The end result is that there is an order of magnitude more I/O for Rdb 7.(

As a workaround, a query outline can be defined. However, in Oracle Rdb Release 7.0.1.2, the version unde
which the problem was reported, it was not possible to work around the problem by defining a query outline.
That was a separate problem. A correction to allow a query outline to be used in this case became available
Oracle Rdb Release 7.0.2.

This problem has been corrected in Oracle Rdb Release 7.0.6.3.

4.1.11 Storage Area Default Size Increase

Bug 2151253

The storage area default size was 400 pages which was too small and always caused the area to be extenc
least once during database creation. This default has been increased to 600 pages which is now just large
enough to not require extending during database creation.

This problem has been corrected in Oracle Rdb Release 7.0.6.3.

4.1.12 Query Slows Down Using Full Index Scan [0:0]
Bug 1635351

A query that worked well in Oracle Rdb Release 7.0.1.2 became much slower in Oracle Rdb Release 7.0.6
when using full index scan. Even if the customer uses the same outline as before, the performance does no
improve. Here is the query:

select h.hnmei_id,
h.hnmei_nm
from pm_zumen_v p,
zumen_v  z,
hinmei_v h
where p.hinban ='000704419' and
p.zuban = z.zuban and
z.teisei_kgo in ( select max(z1.teisei_kgo)
from zumen_v z1
where z.zuban = z1.zuban ) and
z.zuban = h.zuban and
z.teisei_kgo = h.teisei_kgo

The Oracle Rdb Release 7.0.1.2 strategy chosen was the following:

Cross block of 4 entries
Cross block entry 1
Index only retrieval of relation PM_ZUMEN
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Index name IDX_PM_ZUMEN_0 [1:1]
Cross block entry 2
Conjunct Index only retrieval of relation ZUMEN
Index name IDX_ZUMEN_O0 [1:1]
Cross block entry 3
Conjunct Aggregate  Index only retrieval of relation ZUMEN
Index name IDX_ZUMEN_O [2:2] Min key lookup
Cross block entry 4
Index only retrieval of relation HINMEI
Index name IDX_HINMEI_O [3:3]
0 rows selected

The Oracle Rdb Release 7.0.6 strategy chosen was the following:

Cross block of 3 entries
Cross block entry 1
Conjunct
Match
Outer loop
Index only retrieval of relation ZUMEN
Index name IDX_ZUMEN_O [0:0] <—— full index scan
Innerloop  (zig-zag)
Aggregate  Index only retrieval of relation ZUMEN
Index name IDX_ZUMEN_O [0:0] <—-—full index scan
Cross block entry 2
Conjunct Index only retrieval of relation PM_ZUMEN
Index name IDX_PM_ZUMEN_0 [1:1]
Cross block entry 3
Index only retrieval of relation HINMEI
Index name IDX_HINMEI_O [3:3]
0 rows selected

There is no workaround available for this problem. Even an outline that switches from match to cross stratec
is unable to apply full index scan.

This problem has been corrected in Oracle Rdb Release 7.0.6.3.

4.1.13 Recovery Process Caused Excessive Snapshot File
Growth

Bug 2033576

In Oracle Rdb Release 7.0.6.2, it was possible for the Database Recovery process (DBR) to excessively
extend snapshot files and perhaps fail with a bugcheck dump containing an error similar to the following:

*kk Exception at 0017040C : PIOSEXTEND_STAREA + 0000097C
%RDMS-F-FILACCERR, error extending file DEV:[DIR]SNAPSHOT_FILE.SNP;
-SYSTEM-W-DEVICEFULL, device full; allocation failure

This would typically happen after a process had inserted many rows in the database and, before the transac
was committed, there was a system failure; or the database was closed with the

RMU/CLOSE/ABORT=DELPRC command. In that situation, the DBR would needlessly store before-image
entries of all of the inserted rows into the snapshot file(s) and it would not attempt to reuse any of the pages
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currently in the snapshot file(s).

This problem has been corrected in Oracle Rdb Release 7.0.6.3. After a node failure, the DBR will not atterr
to write snapshot file entries when rolling back inserted rows.
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4.2 SQL Errors Fixed

4.2.1 Select With Identical "not in" Clauses Causes Bugcheck
Bug 1978741

A SQL query which contains two identical "not in" clauses can cause an application to crash, terminate or
bugcheck.

The following example shows a SQL statement that will cause the error:

select count(*) from JOBS
where JOB_CODE not in ('A', 'B")
and JOB_CODE not in (‘A', 'BY;

As a workaround for this problem, remove all duplicate "not in" clauses.

This problem has been corrected in Oracle Rdb Release 7.0.6.3.

4.2.2 Queries Ending in Reserved Words Fail to Execute in
Dynamic SQL

Bug 2088594

If the final token of a query is a column whose name is a reserved word, then the query may fail with
SQL-F-PREMATURE_EOF. However, if extra syntax is added to the query it will work. Similarly, if the
column is prefixed with the table name or correlation name (such as TT.POSITION), then the query succeec

The following example shows the problem using a dynamic SQL program. When the query is extended by
adding an additional column to the ORDER BY clause the query succeeds.

>> CREATE TABLE TT (AA INT, POSITION INT)

>> INSERT INTO TT (AA, POSITION) VALUES (1, 1)
>> INSERT INTO TT (AA, POSITION) VALUES (1, 2)
>> SELECT * FROM TT ORDER BY POSITION
error: —1...

error text:

%SQL-F-PREMATURE_EOF, Statement is syntactically incomplete
>> SELECT * FROM TT ORDER BY POSITION, AA
out: O: 0

out: 1: 0

0/AA: INTEGER:1

1/POSITION: INTEGER:1

0/AA: INTEGER:1

1/POSITION: INTEGER:2

>> ROLLBACK

The problem in this case is that POSITION is valid starting syntax for the POSITION function. Dynamic SQL
requests the next token which is expected to be the start of the function argument list. However, an exceptic
is raised because dynamic SQL does not permit continuations of statements. Similar problems occur if colur
names such as TRIM and SUBSTRING are used.
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If this query were executed by interactive SQL, then the terminating semicolon (;) would indicate that the
builtin function was not being used and the name is then treated as a column name.

To solve this problem, the next release of dynamic SQL will permit an optional terminating semicolon (;). If
more tokens are requested (as in this problem case) an implicit ; will be provided by SQL and the failing
syntax may succeed.

This problem has been corrected in Oracle Rdb Release 7.0.6.3.

4.2.3 SQLSMOD Compiler Does Not Recognize G_FLOAT With
COBOL

Bug 1149572

COBOL on VAX only supported D_FLOAT and not G_FLOAT. G_FLOAT support was added on Alpha but
SQL$MOD still gave a warning for it. For example, suppose a SQL Module Language program for the
COBOL language declared a procedure with a parameter called ":P_FLOATFLD" which is of type "FLOAT".
In this case, if the program was compiled with a /G_FLOAT qualifier, SQL$MOD would flag the declaration
as having an unsupported datatype as follows:

$SQL$MOD/G_FLOAT EXAMPLE_PROG.SQLMOD
:P_FLOATFLD FLOAT);
1
%SQL-W-LANUNSDTP, (1) COBOL does not support the data type for parameter
P_FLOATFLD

This program will now compile without warnings on OpenVMS Alpha. The warning still (appropriately)
appears for OpenVMS VAX.

This problem has been corrected in Oracle Rdb Release 7.0.6.3.
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4.3 Oracle RMU Errors Fixed

4.3.1 RMU/ANALYZE/CARDINALITY Fails on Databases with
Local Temporary Tables

Bug 2019322

RMU/Analyze/Cardinality, when attempting to process LOCAL temporary tables, generated an error and
failed to execute.

$ rmu/analyze/cardinality sgl$database

%RDMS-E-BAD_CODE, corruption in the query string

%RMU-F-FATALRDB, Fatal error while accessing Oracle Rdb.

%RMU-F-FTL_ANA, Fatal error for ANALYZE operation at 27-SEP-2001 13:34:25.79

RMU has now been corrected to ignore temporary tables as well as views. The workaround for this problem
to use the RMU/SHOW OPTIMIZER/STATISTIC=CARD command, or the RMU/COLLECT
OPTIMIZER_STATISTICS command if RMU/ANALYZE/CARDINALITY/UPDATE was tried.

This problem has been corrected in Oracle Rdb Release 7.0.6.3.

4.3.2 RMU/COPY/BLOCKS PER_PAGE Can Corrupt Copied
Database

Bug 2028181

For the RMU/COPY command, if the "/blocks_per_page" qualifier was not specified for a particular storage
area but for all database storage areas, database corruption of uniform storage areas occurred to the copiec
database. As documented in the Oracle Rdb RMU Reference Manual for the RMU/COPY command,
BLOCKS PER PAGE can only be changed for MIXED storage areas, not UNIFORM storage areas. But whe
the "/blocks_per_page" qualifier was used for all storage areas, RMU incorrectly bypassed the check for
UNIFORM storage areas and attempted to change the BLOCKS PER PAGE setting for UNIFORM as well a
MIXED storage areas. This caused the database corruption of the moved copy of the database. Now the
number of BLOCKS PER PAGE will be changed only for MIXED storage areas and a warning message will
be output for each UNIFORM storage area that BLOCKS PER PAGE cannot be changed for that area since
is a UNIFORM database storage area.

The following example shows that since /BLOCKS PER_PAGE=3 was specified for all storage areas in the
mf_personnel database, it caused the database corruption problem for the uniform storage areas in the copi
database.

$ RMU/COPY/DIR=TMPDIR/ROOT=TMPDIR:MFP1 /NOLOG /BLOCKS_PER_PAGE=3 MF_PERSONNEL
%RMU-W-BADPTLARE, invalid larea for uniform data page 5 in storage area 1

%RMU-W-BADPTLAR2, SPAM larea_dbid: 16385, page larea_dbid: 1
%RMU-W-BADPTLARE, invalid larea for uniform data page 149 in storage area 1

$ RMU/VERIFY/ALL TMPDIR:MFP1

%RMU-I-BGNROOVER, beginning root verification

%RMU-I-ENDROOVER, completed root verification

%RDB-W-NO_RECORD, access by dbkey failed because dbkey is no longer associated
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with a record
-RDMS-F-NODBK, 61:1179:0 does not point to a data record
%RMU-E-ERRRDBREL, error accessing RDBSRELATIONS relation

The following example shows that the problem is now fixed.

$ RMU/COPY/DIR=TMPDIR/ROOT=TMPDIR:MFP1 /NOLOG /BLOCKS_PER_PAGE=3 MF_PERSONNEL
%RMU-W-UNIFORMBLOCKS, BLOCKS PER PAGE cannot be changed for uniform storage

area RDB$SYSTEM

%RMU-W-UNIFORMBLOCKS, BLOCKS PER PAGE cannot be changed for uniform storage

area MF_PERS_SEGSTR

$ RMU/VERIFY/ALL TMPDIR:MFP1
$

To avoid this problem, specify /BLOCKS_PER_PAGE for each individual storage area in the RMU/COPY
command, not as a default for all storage areas.

This problem has been corrected in Oracle Rdb Release 7.0.6.3.

4.3.3 DROPped Storage Area and RMU/VERIFY in Cluster
Bug 1421362

Previously, when a database was opened in a cluster environment, it was possible for the RMU/VERIFY
command to be unable to open storage area files when storage areas were moved or dropped on another n
in the cluster.

For example, consider the following sequence of events on a two node cluster (consisting of NODE1 and
NODEZ2):

Nodel$: RMU /OPEN MFP
Node2$: RMU /OPEN MFP
Nodel$: SQL$ ALTER DATABASE FILENAME MFP DROP STORAGE AREA U1,

Node2$: RMU /VERIFY MFP

%RMU-F-OPNFILERR, error opening file UL.RDA
%RMU-F-FILNOTFND, file not found

%RMU-E-BDAREAOPN, unable to open file UL.RDA for storage area
%RMU-F-ABORTVER, fatal error encountered; aborting verification

This problem has been corrected in Oracle Rdb Release 7.0.6.3. The RMU/VERIFY utility now correctly
detects storage areas that have been dropped or moved.

4.3.4 RMU Fails to Perform OPTIMIZER_STATISTICS Actions on
Some Databases

In prior versions of Oracle Rdb, attempts to use RMU/SHOW OPTIMIZER_STATISTICS, RMU/COLLECT
OPTIMIZER_STATISTICS, and related commands would fail if the default database character set was not
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DEC_MCS.

The following example shows the problem for a DEC_KANJI database.

$ rmu/show optimizer_statistics DISK1:[TESTING]SAMPLE.RDB
%RDB-F-CONVERT_ERROR, invalid or unsupported data conversion
-RDMS-E-CSETBADCOMPARE, incompatible character sets prohibit the requested
comparison

%RMU-F-FATALRDB, Fatal error while accessing Oracle Rdb.
%RMU-F-FTL_SHOW, Fatal error for SHOW operation at 29-OCT-2001 16:31:20.59
$

$ rmu/collect optimizer_statistics DISK1:[TESTING]SAMPLE.RDB
%RDB-F-CONVERT_ERROR, invalid or unsupported data conversion
-RDMS-E-CSETBADCOMPARE, incompatible character sets prohibit the requested
comparison

%RMU-F-FATALRDB, Fatal error while accessing Oracle Rdb.

%RMU-F-FTL_ANA, Fatal error for ANALYZE operation at 29-OCT-2001 16:31:36.12

This problem has been corrected in Oracle Rdb Release 7.0.6.3.

4.3.5 RMU Tape Density Problems Starting With VMS V7.2-1
Bugs 1362656 and 1432269

Starting with HP VMS V7.2-1, there were density problems for RMU commands that allow tape density
values to be specified with the /IDENSITY qualifier: RMU/BACKUP, RMU/BACKUP/AFTER_JOURNAL

and RMU/OPTIMIZE_AIJ. These problems resulted in one of the following tape density related errors being
returned when density values which were correct were specified. These values worked when specified in
RMU commands prior to VMS V7.2-1. The problems occurred with tape cartridges initialized to the new
VMS V7.2-1 MTD compaction values.

%RMU-E-DENSITY, TAPE_DEVICE:[000000]DATABASE.BCK; does not support specified
density
%RMU-E-POSITERR, error positioning TAPE_DEVICE:

These problems resulted from problems in VMS tape device drivers which were enhanced to handle the nev
MTD (multiple tape density) values introduced in VMS V7.2-1. These problems caused the device drivers tc
incorrectly handle the existing tape density codes used prior to VMS V7.2-1. These problems exist in VMS
(some have been corrected) and cannot be fixed by RMU. But RMU has been changed to avoid this probler
by allowing the new MTD density codes to be specified by the /DENSITY command using the following
syntax.

/IDENSITY=(new_density_value,[NOJCOMPACTION)

The existing density values can continue to be specified using the same syntax as before.
/IDENSITY=existing_density_value

Please see the New Feature documentation on this enhancement for a full description (Section 7.2.6).

The following example shows the error returned when a valid density code was specified for a tape device
with VMS V7.2-1.

$RMU/BACKUP/DENSITY=70000/REWIND/LABEL=(LABEL1,LABEL2) MF_PERSONNEL
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TAPE1:MFP.BCK, TAPEZ2:
%RMU-E-POSITERR, error positioning TAPE1:

This problem could sometimes be avoided by initializing the tape with VMS V7.2-1 commands and not
setting the density in the RMU command.

This problem has been corrected in Oracle Rdb Release 7.0.6.3.
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4.4 Hot Standby Errors Fixed

4.4.1 Oracle Rdb Release 7.0.6.2 Process Hangs During AlJ
Switchover
In Oracle Rdb Release 7.0.6.2, it was possible to encounter hang problems when using the Hot Standby

feature if user processes on the master database had multiple database attaches. This problem was introdu
in Release 7.0.6.2.

If a process was attached to multiple databases and the AlJ Log Server (ALS) process was enabled, it was
possible for processes to hang with the stall message "hibernating on AlJ submission”. One process usually
was hung with the stall message "waiting for RTUPB list (EX)". The only way to resolve the problem was to
terminate the process that was hanging with "waiting for RTUPB list (EX)".

This problem has been corrected in Oracle Rdb Release 7.0.6.3.
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4.5 RMU Show Statistics Errors Fixed

4.5.1 Stream ID Format is Different in Different Places
Bug 2093770
The Stream ID display has been made uniform everywhere it appears.

This problem has been corrected in Oracle Rdb Release 7.0.6.3.

4.5.2 AUTO_RECONNECT Variable Value is not Honored When
Imported From a RMU/SHOW STATISTICS Configuration File

Bug 2113645

The AUTO_RECONNECT parameter value was not honored when imported from a RMU/SHOW
STATISTICS configuration file.

This problem has been corrected in Oracle Rdb Release 7.0.6.3.

4.5.3 Some RMU/SHOW STATISTICS Counters Can Be Used To
Define Events In Interactive Mode But Not In Batch Mode

Bug 2078940

Some RMU/SHOW STATISTICS counters such as "-prom-deadlocks" can be used to define events in
interactive mode but not in batch mode.

This problem has been corrected in Oracle Rdb Release 7.0.6.3.

4.5.4 RMU/SHOW STATISTICS Online Analysis Configuration
Options Do Not Work Properly

Bug 1893049

RMU/SHOW STATISTICS online analysis configuration options did not use the right percentile for
displaying read—write and read-only statistics.

This problem has been corrected in Oracle Rdb Release 7.0.6.3.

4.5.5 Missing "U" for Utility Jobs in RMU/SHOW STATISTICS
Displays

Bug 2110027
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A "U" was not displayed for utility jobs in RMU/SHOW STATISTICS displays.

This problem has been corrected in Oracle Rdb Release 7.0.6.3.

4.5.6 RMU/SHOW STATISTICS Mixes Up Count Labels
Bug 1937577
In the RMU/SHOW STATISTICS utility, the count labels associated with row cache search are mixed up.

This problem has been corrected in Oracle Rdb Release 7.0.6.3.

4.5.7 Errors in Saved RMU/SHOW STATISTICS Configuration
File
Bug 1922670
There are three errors in the saved RMU/SHOW STATISTICS configuration file.
* The RUJ_FILE_SIZE parameter is documented to default to 256 but is saved as 25.6 in the
configuration file.
* If you are monitoring more than one node and save the configuration file, the current node name is
not correctly saved.
« If monitoring more than one node, the CLUSTER_NODES parameter is saved with trailing garbage
characters.

These problems have been corrected in Oracle Rdb Release 7.0.6.3.

4.5.8 RMU/SHOW STATISTICS Shows Incorrect Area Sizes
Bug 2151237

The RMU/SHOW STATISTICS display of storage area information shows the initial page count statistic two
times. Further, the count displayed is not accurate.

This problem has been corrected in Oracle Rdb Release 7.0.6.3. The accurate page count is now displayed
only once.

4.5.9 RMU/SHOW STATISTICS Allowed Suspend of Disabled
ABS

Previously, the RMU /SHOW STATISTICS utility allowed the user to suspend AlJ Backup Server (ABS)
operations on a node even when the ABS was disabled. This could lead to confusing errors during later
manual AlJ backup operations.

This problem has been corrected in Oracle Rdb Release 7.0.6.3. The RMU /SHOW STATISTICS utility now
does not allow the ABS to be suspended when it is not enabled.
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4.5.10 Area Locks Demoted Statistic Not Always Correctly
Incremented

Previously, the "locks demoted" statistic for "area" locks was not always correctly incremented. This could
occur, for example, when a read-only transaction started when the previous transaction was a read—write
transaction. The "locks promoted" statistic could have been incorrectly incremented in this case. This, in turt
lead to potentially confusing results when comparing the "locks promoted" rate with the "locks demoted" rate
for "area" locks in the "RMU/SHOW STATISTICS" facility.

This problem has been corrected in Oracle Rdb Release 7.0.6.3. The correct statistic is now incremented w
an "area" lock is demoted from one lock mode to a lower mode.

45.11 RMU/SHOW STATISTICS Does Not Honor
CHECKPOINT_SORT

Bug 2057091

There was a problem wherein the CHECKPOINT_SORT in the RMU/SHOW STATISTICS configuration
file was not being honored.

This problem has been corrected in Oracle Rdb Release 7.0.6.3.

4.5.12 RMU/SHOW STATISTICS CHECKPOINT_ALARM Does Not
Give Out OPCOMs

Bug 1735654

The CHECKPOINT_ALARM variable is no longer used to give out operator notification messages (OPCOM
for long transactions. The variable LONG_TX_ SECONDS is now used for this purpose. RMU/SHOW
STATISTICS gives out OPCOMs to indicate transactions that exceed the interval specified by the
LONG_TX_SECONDS at intervals of 1 minute. The OPCOMs are delivered to the OPCOM classes specifie
by the NOTIFY variable in the configuration file.

This problem has been corrected in Oracle Rdb Release 7.0.6.3.
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Chapter 5
Software Errors Fixed in Oracle Rdb Release 7.0.6.2

This chapter describes software errors that are fixed by Oracle Rdb Release 7.0.6.2.
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5.1 Software Errors Fixed That Apply to All Interfaces

5.1.1 Query with UNION Subselect Returns Wrong Results
Bug 1656974

The following query with UNION subselect should return 0 rows.

set flags 'strategy,detail’;
select ps.id, ps.kbn, ps.ymd
from (select psl.id,
psl.kbn,
'99999999" I <== this causes the problem
from ps psl, pm pm
where pm.id = psl.id
union all
select ps2.id,
ps2.kbn,
ps2.end_ymd
from ps ps2, pm pm
where pm.id = ps2.id)

as ps (id, kbn, ymd)
where ps.id = '021023307' and
ps.ymd >'12345678' and
ps.kbnin ('1','2") ;
Tables:
0=PS
1=PM
2=PS
3=PM
Merge of 1 entries
Merge block entry 1
Merge of 2 entries
Merge block entry 1
Conjunct: 1.id = 0.ID
Match
Outer loop  (zig—zag)
Conjunct: 0.ID ='021023307"
Conjunct: '99999999' > '12345678'
Get Retrieval by index of relation 0:PS
Index name IDX_PS_2 [1:1] Bool
Key: <mapped field> = '021023307"
Bool: '99999999' > '12345678'
Innerloop  (zig-zag)
Index only retrieval of relation 1:PM
Index name IDX_PM_0 [0:0]
Merge block entry 2
Conjunct: 3.id = 2.ID
Match
Outer loop  (zig—zag)
Conjunct: (2.ID ='021023307") AND (2.end_ymd > '12345678")
AND ((2.kbn ='1") OR (2.kbn ='2%)
Get Retrieval by index of relation 2:PS
Index name IDX_PS_2 [2:1]
Key: (<mapped field> = '021023307') AND (<mapped field> > '12345678'
)
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Inner loop  (zig-zag)
Index only retrieval of relation 3:PM
Index name IDX_PM_0 [0:0]
ID KBN YMD
021023307 0 99999999
1 row selected

The key parts of this query which contributed to the situation leading to the error are these:

1. The query contains a subselect of a UNION, where one of the columns is a literal, e.g. '99999999'.
2. The where clause contains an equality predicate, a GTR predicate, and an IN clause.

As a workaround, the query works if the IN clause is moved before the GTR predicate, as in the following
example.

set flags 'strategy,detail’;

! The following query should return O rows
|

select ps.ID, ps.kbn, ps.ymd
from (select ps1.ID,
psl.kbn,
'99999999
from ps psi, pm pm
where pm.id = ps1.ID
union all
select ps2.id,
ps2.kbn,
ps2.end_ymd
from ps ps2, pm pm
where pm.id = ps2.id)

as ps (id, kbn, ymd)
where ps.id ='021023307' and
ps.kbnin ('1','2") and <=== moved
ps.ymd >'12345678';

This problem has been corrected in Oracle Rdb Release 7.0.6.2.

5.1.2 Excessive Pages Discarded when Using COMMIT TO
JOURNAL OPTIMIZATION

Bug 1533127

When the COMMIT TO JOURNAL OPTIMIZATION was enabled and a READ ONLY transaction was
active, Oracle Rdb would not reclaim space on data pages for deleted lines. For example, if an online backu
operation was active, then for the duration of the backup operation, space would not be reclaimed. This cou
result in a high number of "pages discarded" as displayed on the "Record Statistics" screen of the
RMU/SHOW STATISTICS Utility. It was also possible to see unneeded storage area extensions.

This problem has been corrected in Oracle Rdb Release 7.0.6.2. READ ONLY transactions no longer preve
Oracle Rdb from reclaiming deleted lines when the COMMIT TO JOURNAL feature is enabled.
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5.1.3 Bugchecks at PIOGB$FETCH_FROM_GB + 488

Bug 714899

When the global buffer feature was enabled, it was possible to get bugchecks in PIOGB$FETCH_FROM_G
due to a deadlock between a page lock request and an Oracle Rdb internal buffer latch request.

This problem has been corrected in Oracle Rdb Release 7.0.6.2.

5.1.4 Query with CONCATENATE in BETWEEN Clause Returns
Wrong Results

Bug 1663038

The following query uses the CONCATENATE function in the BETWEEN clause. It should return 3 rows,
but it returns only 1 row.

SQL> sh tab ORDER;
Information for table ORDER

Columns for table ORDER:

Column Name Data Type Domain
ORDER_NO CHAR(4)

Not Null constraint ORDER_NO_NOT_NULL
SHIP_DATE CHAR(8)

Not Null constraint ORDER_NOT_NULL
SHIP_STAT CHAR(1)

Not Null constraint ORDER_NOT_NULL
...etc...

Table constraints for ORDER:
ORDER_NOT_NULL
Not Null constraint
Column constraint for ORDER.SHIP_DATE
Evaluated on COMMIT
Source:
ORDER.SHIP_DATE NOT null
...etc...

SQL> select order_no from customer;
ORDER_NO

1EDO

1j80

1a78

3 rows selected

SQL> select order_no,ship_date,ship_stat from order;
ORDER_NO SHIP_DATE SHIP_STAT
1EDO 20010301 b

1a78 20010228 a

1j80 20010301 a

3 rows selected

set flags 'strategy,detail’;
set flags 'max_stab’;
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select a.order_no, a.ship_date, a.ship_stat
from ORDER a, CUSTOMER b
where a.order_no = b.order_no and
((a.SHIP_DATE || a.SHIP_STAT)
BETWEEN '20010228a' '20010301d') ;
Tables:
0 = ORDER
1= CUSTOMER
Cross block of 2 entries
Cross block entry 1

Conjunct:

(0.SHIP_DATE > SUBSTRING ('20010228a' FROM 0 FOR 8)) OR
((0.SHIP_DATE = SUBSTRING ('20010228a' FROM 0 FOR 8)) AND
(0.SHIP_STAT >= SUBSTRING ('20010228a' FROM 8)))

Conjunct:

((0.SHIP_DATE < SUBSTRING ('20010301d' FROM 0 FOR 8)) AND
NOT MISSING (0.SHIP_STAT)) OR
((0.SHIP_DATE = SUBSTRING ('20010301d' FROM 0 FOR 8)) AND
(0.SHIP_STAT <= SUBSTRING ('20010301d' FROM 8)))

Get Retrieval by index of relation 0:ORDER
Index name ORDER_UMOL1 [0:0]

Cross block entry 2
Index only retrieval of relation 1:CUSTOMER
Index name CUSTOMER_UMO1 [1:1] Direct lookup
Key: 0.ORDER_NO = 1.0RDER_NO
A.ORDER_NO A.SHIP_DATE A.SHIP_STAT
1la78 20010228 a
1 row selected

The key parts of this query which contributed to the situation leading to the error are these:

1. The table columns contain NOT NULL constraints.
2. The query contains a BETWEEN clause with CONCATENATE function on two columns.

As a workaround, the query works if the column constraint ORDER_NOT_NULL is removed from the
columns of table ORDER.

This problem has been corrected in Oracle Rdb Release 7.0.6.2.

5.1.5 ORDER BY Query With GROUP BY on Two Joined Derived
Tables Returns Wrong Results

Bug 1694233

The following query with GROUP BY and ORDER BY clauses on two joined derived tables returns the
results in the wrong order.

set flags 'strategy,detail’;

select
cast (a.name as char(5)) as name,
a.datum
from (select name, datum,
cast (count (*) as integer) as count_a
from a
group by name, datum) a
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join
(select name, datum,
cast (count (*) as integer) as count_b
fromb
group by name, datum) b
on a.name = b.name
and a.datum = b.datum
group by a.name, b.name, a.datum, b.datum, count_a
order by name desc, a.datum asc

Tables:
0=A
1=B
Reduce: 0.NAME, 0.DATUM, 1.NAME, 1.DATUM, CAST (<mapped field> AS INT)
Sort: 0.NAME(a), 0.DATUM(a), 1.NAME(a), 1.DATUM(a), CAST (<mapped field> AS INT)
(a)
Cross block of 2 entries
Cross block entry 1
Merge of 1 entries
Merge block entry 1
Aggregate: COUNT (*)
Sort: 0.NAME(a), 0.DATUM(a)
Get Retrieval sequentially of relation 0:A
Cross block entry 2
Merge of 1 entries
Merge block entry 1
Aggregate: COUNT (*)
Sort: 1.NAME(a), 1.DATUM(a)
Conjunct: (0.NAME = 1.NAME) AND (0.DATUM = 1.DATUM)
Get Retrieval sequentially of relation 1:B
ANAME A.DATUM
AAAA  1-JAN-2000 00:00:00.00 <=== BBBB should be followed by AAAA
BBBB  1-JAN-2000 00:00:00.00
2 rows selected

The key parts of this query which contributed to the situation leading to the error are these:
1. The main query contains a GROUP BY clause on the columns of the two joined derived tables with
GROUP BY.
2. 0One of the columns from the derived tables is cast as the same data type.
3. The ORDER BY clause references the cast column but using descending order.

There is no known workaround for this problem.

This problem has been corrected in Oracle Rdb Release 7.0.6.2.

5.1.6 Left Outer Join Query With CONCATENATE Returns Wrong
Results

Bug 1680135

The following left OJ query with CONCATENATE should return 1 row but instead returns O rows.

set flags 'strategy,detail’;
SELECT ttt.entity_id,
ttt.cpty_id,
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ttt.trade_count
FROM (SELECT tt.entity_id,
tt.cpty_id,
SUM (tt.trade_count) as trade_count
FROM (SELECT df.entity_id,
df.cpty_id,
case
when df.deal_status = 'X' then 1 else 0
end as trade_count
from deal_folder df) as tt
GROUP BY tt.entity_id, tt.cpty_id) as ttt
LEFT OUTER JOIN
contact ¢ ON (c.cpty_id = ttt.cpty_id)
WHERE
ttt.trade_count <> 0
and ttt.entity_id || ttt.cpty_id >" ! <==this is causing problem

Tables:

0 = DEAL_FOLDER

1 =CONTACT
Conjunct: (<mapped field> <> 0) AND ((0.ENTITY_ID || 0.CPTY_ID) > ") <=(1)
Cross block of 2 entries (Left Outer Join)

Cross block entry 1
Conjunct: <mapped field> <> 0
Merge of 1 entries
Merge block entry 1
Aggregate: SUM (CASE (WHEN (0.DEAL_STATUS ='X") THEN 1
ELSE 0))
Sort: 0.ENTITY_ID(a), 0.CPTY_ID(a)
Merge of 1 entries
Merge block entry 1
Conjunct: (0.ENTITY_ID || 0.CPTY_ID) >"
Index only retrieval of relation 0:DEAL_FOLDER
Index name DEAL_FOLDER_MONITOR_IDX [0:0]
Cross block entry 2
Conjunct: (<mapped field> <> 0) AND ((0.ENTITY_ID || 0.CPTY_ID) > ") <=(2)
Conjunct: 1.CPTY_ID = 0.CPTY_ID
Index only retrieval of relation 1:CONTACT
Index name CONTACT_IDX [0:0]
0 rows selected

The key parts of this query which contributed to the situation leading to the error are these:

1. The main query is a left outer join between a derived table and a table.

2. The derived table contains a GROUP BY clause on the columns of another derived table with an
aggregate function SUM as the output column.

3. The main query has a WHERE predicate containing the CONCATENATE function on two or more
columns of the derived table.

4. The main query has another WHERE predicate which references the output column of the aggregate
function from the derived table.

As a workaround, the query works if the table 1:CONTACT has some rows or the following
CONCATENATE function is replaced by the following predicates:

ttt.entity_id || ttt.cpty_id >"

is replaced by
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ttt.entity _id > " AND ttt.cpty_id > "

This problem has been corrected in Oracle Rdb Release 7.0.6.2.

5.1.7 Query With UNION in German Collating Sequence Returns
Wrong Results

Bug 1684612

The following query with a UNION clause, in a database where the German Collating Sequence is used by
default, returns wrong results (it should return some rows).

select d.datum, d.id, d.team
from teamer d,
(select s.datum,s.id, s.team
from team_datum s
union all
select datum, id, team
from team_datum
)ass
where
d.datum=s.datum

Tables:
0 = teamer
1 =team_datum
2 =team_datum
Conjunct: 0.datum = <mapped field>
Match
Outer loop
Sort: <mapped field>(a)
Merge of 1 entries
Merge block entry 1
Merge of 2 entries
Merge block entry 1
Get Retrieval sequentially of relation 1:team_datum
Merge block entry 2
Get Retrieval sequentially of relation 2:team_datum
Inner loop
Temporary relation
Sort: <mapped field>(a)
Get Retrieval sequentially of relation O:teamer
0 rows selected

The key parts of this query which contributed to the situation leading to the error are these:
1. The query is a simple join between a table and a derived table of subselects unioned together.
2.The join predicate uses CHAR data type.
3. The Optimizer uses a match strategy to join them, where a comparison of the join keys requires the
process of encoding the CHAR data type into German collating sequence.

There is no known workaround for this problem.

This problem has been corrected in Oracle Rdb Release 7.0.6.2.
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5.1.8 Query With OR Predicate on Aggregate Column Returns
Wrong Results

Bugs 1708342 and 1721323
Query #1.

The following query with an OR predicate should return 1 row with T1.STATUS = 3 but returns an extra row
with TL.STATUS = 5. This row does not satisfy the condition in the predicate "x.summe is null".

set flags 'max_stability’;
set flags 'strategy,detail’;
select
tl.id,
tl.status,
tl.anzahl_stuecke,
X.summe
from tablel t1,
(select sum(anzahl_stuecke) as summe
from table2 t2
where tl.id = t2.id ) x
where
tl.status = 3
OR
(t1.status =5 and x.summe is null) ;
Tables:
0 =TABLE1
1=TABLE2
Cross block of 2 entries
Cross block entry 1
Conjunct: (0.STATUS = 3) OR (0.STATUS =5)
Get Retrieval by index of relation 0:TABLE1
Index name XPKTABLEZ1 [0:0]
Cross block entry 2
Merge of 1 entries
Merge block entry 1
Aggregate: SUM (1.ANZAHL_STUECKE)
Get Retrieval by index of relation 1: TABLE2
Index name XPKTABLEZ2 [1:1]
Keys: 0.ID = 1.ID

T1ID T1.STATUS T1.ANZAHL_STUECKE X.SUMME
1 3 10 NULL
2 5 10 10

2 rows selected

The key parts of this query which contributed to the situation leading to the error are these:
1. The main query joins a table and a derived table with a column of an aggregate function (e.g. SUM).
2. The WHERE clause contains an OR predicate, where one of the branches references the aggregate
column.

As a workaround, the query works if the branches of the OR predicates are swapped, as in the following
example.

select
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tl.id,
tl.status,
tl.anzahl_stuecke,
X.summe
from tablel t1,
(select sum(anzahl_stuecke) as summe
from table2 t2
where tl.id = t2.id ) x
where
(t1.status = 5 and x.summe is null)
OR
tl.status = 3 ;
Tables:
0 =TABLE1
1=TABLE2
Cross block of 2 entries
Cross block entry 1
Get Retrieval by index of relation 0:TABLE1
Index name XPKTABLE1 [0:0]
Cross block entry 2
Conjunct: ((0.STATUS = 5) AND MISSING (var) OR (0.STATUS = 3)
Merge of 1 entries
Merge block entry 1
Aggregate: SUM (1. ANZAHL_STUECKE)
Get Retrieval by index of relation 1: TABLE2
Index name XPKTABLEZ2 [1:1]
Keys: 0.ID = 1.1D
T1.ID T1.STATUS T1.ANZAHL_STUECKE X.SUMME
1 3 10 NULL
1 row selected

Query #2:
The following query with an OR predicate should return O rows.

set flags 'max_stability";
set flags 'strategy,detail’;
select
tl.id,
tl.status,
tl.anzahl_stuecke,
X.summe
from tablel t1,
(select
sum(anzahl_stuecke) as summe,
'hello’ as Artikel
from table2 t2
where tl.id = t2.id ) x
where
tl.id <> 5 and
x.Artikel = 'hello should not be found' and
((t1l.status =3) or
(t1.status = 5 and (x.summe is NULL))
)i
Tables:
0=TABLE1
1=TABLE2
Cross block of 2 entries
Cross block entry 1
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Get Retrieval by index of relation 0:TABLE1
Index name XPKTABLEZ1 [0:0]
Bool: 0.ID <>5
Cross block entry 2
Conjunct:; (0.STATUS = 3) OR ((0.STATUS = 5) AND MISSING (var)
Merge of 1 entries
Merge block entry 1
Aggregate: SUM (1. ANZAHL_STUECKE)
Get Retrieval by index of relation 1: TABLE2
Index name XPKTABLEZ2 [1:1]
Keys: 0.ID = 1.ID
Bool: (1.ID <> 5) AND (‘hello’ = 'hello should not be found")

T1ID T1.STATUS T1.ANZAHL_STUECKE X.SUMME
1 3 10 NULL
2 5 10 NULL

2 rows selected

The key parts of this query which contributed to the situation leading to the error are these:

1. The main query joins a table and a derived table with the column of an aggregate function (e.g. SUM
and a column of a constant string.

2. The WHERE clause contains an OR predicate, where one of the branches references the aggregate
column.

3. The WHERE clause contains additional AND predicates where one of them references the column o
a constant string.

There is no known workaround for this problem.

This problem has been corrected in Oracle Rdb Release 7.0.6.2.

5.1.9 Query With Equality Predicate Included in IN Clause
Returns Wrong Results

Bug 1727181

The following query with an equality predicate included in the IN clause should find the row.

set flags 'strategy,detail’;
select employee_id
from employees e, departments d
where
e.employee_id = d.manager_id and
d.department_code in (ADMN', 'ENG', 'MKTG') and
d.department_code = 'ENG'

Tables:
0 = EMPLOYEES
1 = DEPARTMENTS
Cross block of 2 entries
Cross block entry 1
Conjunct; (1.DEPARTMENT_CODE ="'ADMN") OR (1.DEPARTMENT_CODE ="'MKTG')
Conjunct: 1.DEPARTMENT_CODE ='ENG'
Index only retrieval of relation 1:DEPARTMENTS
Index name DEPT_DEPTCODE_MGRID [1:1]
Keys: 1.DEPARTMENT_CODE ='ENG'
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Cross block entry 2
Index only retrieval of relation 0:EMPLOYEES
Index name EMP_EMPID_STATUS_CODE [1:1]
Keys: 0.EMPLOYEE_ID = 1. MANAGER_ID
0 rows selected

The key parts of this query which contributed to the situation leading to the error are these:

1. The query joins two tables using a join predicate.
2. The query has an equality predicate which is also included in the IN clause.

As a workaround, the query works if the equality predicate is moved to the front of the IN clause, as in the
following example.

set flags 'strategy,detail’;
select employee_id
from employees e, departments d

where
e.employee_id = d.manager_id and
d.department_code = 'ENG' and <== move to front

d.department_code in (ADMN', 'ENG', 'MKTG")

Tables:
0 = EMPLOYEES
1 =DEPARTMENTS
Cross block of 2 entries
Cross block entry 1
Conjunct: 1.DEPARTMENT_CODE = 'ENG'
Conjunct: (1.DEPARTMENT_CODE ="'ADMN') OR (1.DEPARTMENT_CODE ="'ENG') OR (
1.DEPARTMENT_CODE = 'MKTG")
Index only retrieval of relation 1:DEPARTMENTS
Index name DEPT_DEPTCODE_MGRID [1:1]
Keys: 1.DEPARTMENT_CODE ="'ENG'
Cross block entry 2
Conjunct: 1.DEPARTMENT_CODE = 'ENG'
Index only retrieval of relation 0:EMPLOYEES
Index name EMP_EMPID_STATUS_CODE [1:1]
Keys: 0.EMPLOYEE_ID = 1. MANAGER_ID
E.EMPLOYEE_ID
00471
1 row selected

This problem has been corrected in Oracle Rdb Release 7.0.6.2.

5.1.10 Bugchecks at DIOCCHDBR$UNLATCH_GRCL With
Exception of COSI-F-NONEXPR

In very rare cases of process failure when using the row cache feature, it was possible for an Oracle Rdb
process or database recovery process (DBR) to fail with an exception of COSI-F-NONEXPR within
DIOCCHDBR$UNLATCH_GRCL (typically at offset 0000034C). This problem was found during in—house
high-load stress testing and was not customer reported.

This bugcheck was due to another process on the system being killed while waiting for a latch. The bugchec
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was triggered when the original process attempted to wake the (now non-existant) process that had been
waiting.

This problem has been corrected in Oracle Rdb Release 7.0.6.2. The unlatch code now correctly ignores the
missing process during the wake request.

5.1.11 Match Strategy on Columns of Different Size, Using
Collating Sequence, Returns Wrong Results

Bug 1684643

The following query using match strategy on columns of different size, using German collating sequence,
should find the row.

select d.datum, d.abtlg, d.team, d.art
from teamergebnis_kumul d,
(select m.datum,m.abtlg, m.art, m.team
from std_team_datum m, prod_kumul_datum v
where m.datum=v.datum and
m.abtlg=v.abtlg and
m.team=v.produkt AND
m.team="11.3512"
group by m.datum, m.abtlg, m.art, m.team) AS
s (datum, abtlg, art, team)
where d.datum=s.datum and
d.abtlg=s.abtlg and
d.team=s.team and
d.art=s.art and
d.abtlg='465"' and d.datum="20001031" and
d.team='11.3512";
Tables:
0 = TEAMERGEBNIS_KUMUL
1=STD_TEAM_DATUM
2 = PROD_KUMUL_DATUM
Cross block of 2 entries
Cross block entry 1
Conjunct: 0.TEAM ='11.3512"
Get Retrieval by index of relation 0: TEAMERGEBNIS_KUMUL
Index name IDX_TEAMERGEBNIS_KUMUL_SORT [3:3]
Keys: (0.TEAM ='11.3512") AND (0.DATUM ='20001031") AND (0.ABTLG =
'465")
Cross block entry 2
Conjunct: 0.ABTLG = 1.ABTLG
Conjunct: 0.TEAM = 1.TEAM
Conjunct: 0.ART = 1.ART
Merge of 1 entries
Merge block entry 1
Reduce: 1.TEAM, 1.ABTLG, 1.DATUM, 1.ART
Sort: 1.TEAM(a), 1.ABTLG(a), 1.DATUM(a), 1.ART(a)
Conjunct; (1.DATUM = 2.DATUM) AND (1.ABTLG = 2.ABTLG) AND (1.TEAM =
2.PRODUKT)
Match
Outer loop
Sort: 1.TEAM(a), 1.ABTLG(a), 1.DATUM(a)
Conjunct: 1.TEAM ='11.3512'
Get Retrieval by index of relation 1:STD_TEAM_DATUM
Index name IDX_STD_TEAM_DATUM_SORT [2:2]
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Keys: (0.DATUM = 1.DATUM) AND (1.ABTLG = '465")
Inner loop
Temporary relation
Sort: 2.PRODUKT(a), 2.ABTLG(a), 2.DATUM(a)
Conjunct: 2.PRODUKT ='11.3512
Get Retrieval by index of relation 2:PROD_KUMUL_DATUM
Index name IDX_PROD_KUMUL_DATUM_SORT [2:2]
Keys: (2.DATUM = 0.DATUM) AND (2.ABTLG = '465")
0 rows selected

The key parts of this query which contributed to the situation leading to the error are these:

1. The main query is a simple join between a table and a derived table of subselect subquery, joining tv
tables using 3 equality predicates.

2. The join predicate uses columns of CHAR data type but different column size.

3. The optimizer uses a match strategy to join them, where a comparison of the join keys requires the
process of encoding the CHAR data type into German collating sequence.

As a workaround, the query works if the match strategy is changed to use cross by using an outline.

This problem has been corrected in Oracle Rdb Release 7.0.6.2.

5.1.12 Network Link Failure Does Not Allow DISCONNECT to
Clean Up Transactions

Bug 856747

In earlier versions of Oracle Rdb, if a program attached to a database on a remote node and it lost the
connection before the COMMIT statement was issued, there was nothing you could do except exit the
program and start again.

It is now possible to DISCONNECT the database and reconnect without restarting the program.

The following example shows a dynamic SQL session to a remote database which loses its connection to th
remote server:

SQL> attach ‘filename ataxpl::dkb200:[scott]personnel’;
SQL> select * from rdb$database;

—— at this point connection to remote server is lost:

Error -1 returned from open_cursor

Error message:

%RDB-F-10_ERROR, input or output error
—-SYSTEM-F-LINKABORT, network partner aborted logical link
SQL> rollback;

Error message:

%RDB-F-10_ERROR, input or output error
-SYSTEM-F-LINKABORT, network partner aborted logical link
SQL> disconnect current;

Error message:

%RDB-F-10_ERROR, input or output error
-SYSTEM-F-LINKABORT, network partner aborted logical link
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The next example shows how to recover now that the disconnect is possible:

SQL> attach ‘filename ataxpl::dkb200:[scott]personnel’;
SQL> select * from rdb$database;

—— at this point connection to remote server is lost:

Error -1 returned from open_cursor

Error message:

%RDB-F-10_ERROR, input or output error
—-SYSTEM-F-LINKABORT, network partner aborted logical link
SQL> disconnect current;

SQL> attach ‘filename ataxpl::dkb200:[scott]personnel’;

SQL>

—— continue working

This problem has been corrected in Oracle Rdb Release 7.0.6.2.

5.1.13 Failure to Extend a Storage Area May Leave the LEOF of
the .RDA File Pointing Beyond the PEOF

Bug 1316670

The logical EOF (LEOF) of the storage area file could be pointing beyond the physical EOF (PEOF) of the
file if an attempt to extend the storage area fails. This happened since the LEOF was set to the new value e
though the extend of the file failed.

This problem has been corrected in Oracle Rdb Release 7.0.6.2. Now the LEOF is set to the new value only
the extend operation succeeds, for example, the PEOF changes.

5.1.14 Left Outer Join Query With CAST Function on USING
Column Bugchecks

Bug 1802653

The following left outer join query with CAST function on USING column bugchecks.

select count(*) from
( select p.paketwert from
( select
cast(packet as integer) ! <=== CAST causing bugcheck
from
serien inner join sujet using (sujet)
) as p (paketwert)
) as astpreis (paketwert)
left outer join
( select t.paketwert from
( select
packet
from
serien inner join sujet using (sujet)
) as t (paketwert)
) as opt(paketwert)
USING (paketwert) ;
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The key parts of this query which contributed to the situation leading to the error are these:

1. The main query is a left outer join of 2 nested derived tables.
2.The CAST function is placed on the column of USING clause.

There is no known workaround for this problem.

This problem has been corrected in Oracle Rdb Release 7.0.6.2.

5.1.15 Query Using Constant Values in OR Predicates Returns
Wrong Results

Bug 1769447

The following query using constant values in OR predicates should return 3 rows.

set flags 'strategy,detail’;

SELECT coll FROM
(SELECT
t2.coll as coll,
t2.col2 as col2,
t2.col3 as col3
from tablel t1, table2 t2
where tl.coll _id =t2.coll id
) as
vt (coll, col2, col3)
WHERE
vt.col3 >0 AND
vt.col2 >=0 AND
(vt.coll <= 3 OR 'hostvar' = 'foo");
Tables:
0 =TABLE1l
1=TABLE2
Merge of 1 entries
Merge block entry 1
Conjunct: 0.coll_id = 1.coll_id
Match
Outer loop  (zig—zag)
Index only retrieval of relation 0:TABLE1
Index name TABLE1_NDX [0:0]
Innerloop  (zig-zag)
Conjunct: (1.col3 > 0) AND (1.col2 >= 0)
Get Retrieval by index of relation 1: TABLE2
Index name TABLE2_NDX [0:0]
Bool: <error;: common keyonly boolean no predicates>
CcoL1
1

2
3
4
5

6
6 rows selected
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The key parts of this query which contributed to the situation leading to the error are these:

1. The query selects from a derived table of a subselect joining 2 tables.
2. The WHERE clause contains 2 AND predicates and 1 OR predicate.
3. The OR predicate contains a branch of constant predicates, such as "1 = 2".

As a workaround, the query works if the constant condition "hostvar' = 'foo™ is omitted, as in the following
example.

set flags 'strategy,detail’;

SELECT coll from
(SELECT
t2.coll as coll,
t2.col2 as col2,
t2.col3 as col3
from tablel t1, table2 t2
where tl.coll_id =t2.coll_id
) as
vt (coll, col2, col3)
WHERE
vt.col3>0 AND
vt.col2 >=0 AND
(vtcoll<=3
! OR 'hostvar' = foo’ <=== commented out
)i
Tables:
0 =TABLE1
1=TABLE2
Merge of 1 entries
Merge block entry 1
Conjunct: 0.coll_id = 1.coll_id
Match
Outer loop  (zig-zag)
Index only retrieval of relation 0:TABLE1
Index name TABLE1_NDX [0:0]
Innerloop  (zig—zag)
Conjunct: (1.col3 > 0) AND (1.col2 >= 0) AND (1.coll <= 3)
Get Retrieval by index of relation 1: TABLE2
Index name TABLE2_NDX [0:0]
Bool: 1.coll <=3
CoL1
1
2
3
3 rows selected

This problem has been corrected in Oracle Rdb Release 7.0.6.2.

5.1.16 Manual Open Causes Utility Access State to Persist Until
Close

Bug 1587509

If a database was implicitly opened via some database utility access such as a backup and, while the utility
was attached to the database, a manual open was issued, then the database would retain the "utility access

5.1.16 Manual Open Causes Utility Access State to Persist Until Close 114



Oracle® Rdb for OpenVMS

only" state.

For example, if a database was opened by an RMU/BACKUP/ONLINE command, while the backup was
executing an RMU/SHOW SYSTEM would display the following state for the database:

* database is available for utility access only

If an RMU/OPEN was then issued for the database while the backup was executing then the above messag
would be displayed even after the backup process completed. Having the database in this state would preve
the automatic startup of database servers such as the AlJ Log Server (ALS) or Row Cache Server (RCS). T
processes could still be manually started by the RMU/SERVER START command.

This problem has been corrected in Oracle Rdb Release 7.0.6.2. Now when an RMU/OPEN command is
issued the "utility access only" state will be cleared.

5.1.17 LogMiner Compresses Pre—Delete Record Content

Previously, when the Oracle Rdb LogMiner(TM) feature was enabled, the pre—delete record contents were I
compressed prior to being journaled. Because of this, it was possible for AlJ files to grow excessively if man
large records were being deleted.

This problem has been corrected in Oracle Rdb Release 7.0.6.2. When the Oracle Rdb LogMiner feature is
enabled, pre—delete record contents are now correctly compressed. Because of the difference in pre—delete
record contents in an AlJ file, it is important that AlJ files created with prior versions of Oracle Rdb be
processed with the matching version of the Oracle Rdb LogMiner (RMU /JUNLOAD /AFTER_JOURNAL
command).

When using the Oracle Rdb LogMiner feature, existing AlJ files should be backed up and processed prior to
upgrading to this release of Oracle Rdb.

Failure to use the correct version of the Oracle Rdb LogMiner to process an AlJ file typically results in
RMU-W-RECVERDIF warnings when pre—delete record contents are being processed.

LogMiner AlJ files not compatible

When the Oracle Rdb LogMiner(TM) feature is being used, AlJ files from this version of
Oracle Rdb are not compatible with the Oracle Rdb LogMiner feature from prior versions
of Oracle Rdb. Only the Oracle Rdb LogMiner feature is affected; AlJ recovery is not
affected. If the Oracle Rdb LogMiner feature is not enabled for a database, there is no
difference in the format or content of an AlJ file.

5.1.18 Excessive Disk I/O for DROP TABLE and TRUNCATE
TABLE

Bug 989292

In prior releases of Oracle Rdb, the DROP TABLE and TRUNCATE TABLE statements performed excessiv
disk I/0O when the table contained LIST OF BYTE VARYING columns. When this data type is present, these
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operations must read the table to locate the LIST data. In prior releases, a DELETE operation was also
performed on the table. While this achieved the delete of the LIST data, it also caused constraints (and
possibly triggers) to be executed as well as updating indices as each row was deleted.

This problem was corrected in Oracle Rdb Release 7.0.4 (but the note was inadvertently omitted from the
7.0.4 Release Notes). The DROP TABLE and TRUNCATE TABLE statements no longer cause constraints
and triggers to be executed for the table, and indices are no longer updated when processing the LIST OF
BYTE VARYING columns. The result is that I/O required for DROP TABLE and TRUNCATE TABLE is
significantly reduced, especially for tables stored in UNIFORM format storage areas.

5.1.19 Query Joining Derived Tables of Union Legs With Empty
Tables Returns Wrong Results

Bug 1818374

The following query, joining two derived tables containing union legs with empty tables, returns wrong
results of O rows, instead of 1 row.

set flags 'strategy,detail’;
select cl
from (select v1.c1 from
t 02,
(select * from t_01
union all
select * from t_02
)vl
inner join
(select * from tt_01
union all
select * from tt_02
) as v2
on (vl.cl =v2.cl and vl.c2 =v2.c2)) as tmp
where tmp.cl = 110759;
Tables:
0=T_02
1=T 01
2=T_02
3=TT_ 01
4=TT_02
Merge of 1 entries
Merge block entry 1
Cross block of 3 entries
Cross block entry 1
Index only retrieval of relation 0:T_02
Index name T_02_NDX [0:0]
Cross block entry 2
Merge of 1 entries
Merge block entry 1
Merge of 2 entries
Merge block entry 1
Conjunct: 1.C1 =110759
Index only retrieval of relation 1:T_01
Index name T_01_NDX [1:1]
Keys: <mapped field> = 110759
Merge block entry 2
Leaf#01 FFirst 2:T_02 Card=1
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Bool: 2.C1 = 110759
BgrNdx1 T_02_NDX [1:1] Fan=17
Keys: <mapped field> = 110759
Cross block entry 3
Conjunct: 1.C1 = 110759
Merge of 1 entries
Merge block entry 1
Merge of 2 entries
Merge block entry 1
Conjunct: (<mapped field> = 3.C1) AND (<mapped field> = 3.C2)
Index only retrieval of relation 3:TT_01
Index name TT_01_NDX [2:2]
Keys: (<mapped field> = <mapped field>) AND (<mapped field> =
<mapped field>)
Merge block entry 2
Conjunct: (<mapped field> = 4.C1) AND (<mapped field> = 4.C2)
Index only retrieval of relation 4:TT_02
Index name TT_02_NDX [2:2]
Keys: (<mapped field> = <mapped field>) AND (<mapped field> =
<mapped field>)
0 rows selected

where the tables are defined as :

Itable t_01 is empty

create table t 01 (C1 INTEGER);

create indext_01_ndx ont 01 (C1);

! table t_02 has 1 row

create table t_02 (C1 INTEGER, C2 TINYINT);
create indext_02_ndx ont_02 (Cl1);

insertinto t_02 values (110759,9);

I table tt_01 is empty

create table tt_01 (C1 INTEGER, C2 TINYINT);
create index tt_01_ndx ontt_01 (C1, C2);

! table tt_02 has 2 rows

create table tt_02 (C1 INTEGER, C2 TINYINT);
create index tt_02_ndx on tt_02 (C1, C2);

insert into tt_02 values (110759,4);
insert into tt_02 values (110759,9);

The key parts of this query which contributed to the situation leading to the error are these:

1. The main query selects the column of a derived table with an equality predicate.

2. The main derived table joins a non—empty table (t_02) and an inner join.

3. The inner join involves a derived table of union between an empty table (t_01) and a non—empty tabl
(t_02), and another derived table of union between an empty table (tt_01) and a non—empty table
(tt_02).

As a workaround, the query works if the empty tables are loaded with some data as in the following example

insert into t_01 values (110759);

select cl
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from (select v1.c1 from
t 02,
(select * from t_01
union all
select * from t_02
) vl
inner join
(select * from tt_01
union all
select * from tt_02
) as v2
on (vl1.cl =v2.cl and vl.c2 =v2.c2)) as tmp
where tmp.cl = 110759;
C1
110759
1 row selected

This problem has been corrected in Oracle Rdb Release 7.0.6.2.

5.1.20 Left Outer Join Query With OR Predicate Returns Wrong
Results

Bug 1837522

The following left outer join query with an OR predicate, having an equality predicate of a column and a
constant value on the left side, and an equality predicate of a column and a subquery on the right side, retur
wrong results. It should find 3 rows, but it only finds 2 rows.

set flags 'strategy,detail’;
select job_code, job_start, c1l.employee_id, c2.employee_id
from
job_history as c1
left outer join
employees as c2 on (cl.employee_id = c2.employee_id)
where
cl.job_code ='JNTR' or
cl.job_start =
(select max(job_start) from job_history as c3)

Tables:
0 = JOB_HISTORY
1 =EMPLOYEES
2 =JOB_HISTORY
Cross block of 2 entries
Cross block entry 1
Aggregate: 0:MAX (2.JOB_START)
Get Retrieval by index of relation 2:JOB_HISTORY
Index name JH_EMPLOYEE_ID [0:0]
Cross block entry 2
Conjunct: 0.JOB_START = <agg0>
Conjunct: 0.JOB_START = <agg0>
Match (Left Outer Join)
Outer loop
Conjunct: (0.JOB_CODE ="'JNTR') OR (0.JOB_START = <agg0>)
Get Retrieval by index of relation 0:JOB_HISTORY
Index name JH_EMPLOYEE_ID [0:0]
Inner loop  (zig-zag)
Index only retrieval of relation 1:EMPLOYEES
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Index name EMP_EMPLOYEE_ID [0:0]
C1.JOB_CODE C1.JOB_START C1.EMPLOYEE_ID C2.EMPLOYEE_ID
PRSD 3-Jan-1983 00225 00225
DMGR 3-Jan-1983 00241 00241
2 rows selected

The key parts of this query which contributed to the situation leading to the error are these:

1. The main query is a left outer join between 2 tables with an ON clause.
2. The WHERE clause contains an OR predicate, with the left side branch being a simple equality
predicate on a column, and the right branch using a sub—query in the equality predicate.

As a workaround, the query works if the left and right side of the OR predicate is swapped. For example:

select job_code, job_start, cl.employee_id, c2.employee_id
from
job_history as c1
left outer join
employees as c2
on (cl.employee_id = c2.employee_id)
where
cl.job_start =
(select max(job_start) from job_history as c3)
or
cl.job_code = 'INTR’

C1.JOB_CODE C1.JOB_START C1.EMPLOYEE_ID C2.EMPLOYEE_ID

JINTR 2-Jan-1977 00223 00223
PRSD 3-Jan-1983 00225 00225
DMGR 3-Jan-1983 00241 00241

3 rows selected

This problem has been corrected in Oracle Rdb Release 7.0.6.2.

5.1.21 Query Using Match Strategy With DISTINCT Function
Returns Wrong Results

Bugs 1891938 and 1894192

A query using the match strategy with the Distinct Function returns the wrong results, as in the following
example.

set flags 'strategy,detail’;
select count(*) from
( select distinct
t1. ACCOUNT_ID,
t1.SECURITY_ID
from T1t1,
T2 t2
where t1.SECURITY_ID =t2.SECURITY_ID
Jast;
Tables:
0=T1
1=T2
Merge of 1 entries
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Merge block entry 1
Reduce: 0.SECURITY_ID, 0.ACCOUNT_ID
Sort: 0.SECURITY_ID(a), 0.ACCOUNT_ID(a)
Conjunct: 0.SECURITY_ID = 1.SECURITY_ID
Match
Outer loop
Sort: 1.SECURITY_ID(a)
Get Retrieval sequentially of relation 1:T2
Inner loop (zig-zag)
Index only retrieval of relation 0:T1
Index name T1_NDX1 [0:0]
ACCOUNT_ID SECURITY_ID
Al DE0005557508
1 row selected

where the tables are defined as :

create table T1 (
ACCOUNT_ID CHAR (2),
SECURITY_ID CHAR (12));
create index T1_NDX on T1 (ACCOUNT_ID, SECURITY_ID);

create table T2 (SECURITY_ID  CHAR (12) );
with the following contents:
select SECURITY_ID from T2;

SECURITY_ID
DE0005128003
DEO0005557508

2 rows selected

select ACCOUNT_ID,SECURITY_ID from T1;
ACCOUNT_ID SECURITY_ID

Al DE0005557508

PP DE0005128003

2 rows selected

The key parts of this query which contributed to the situation leading to the error are these:

1. The main query selects from a derived table.

2. The derived table is the output of a distinct query from T1 and T2 with a join column predicate.

3. The join column of table T1 is the second segment in index T1_NDX which is ordered by the first
segment ACCOUNT_ID.

4. The order of the join column of table T2 is ascending and different from that of T2.

As a workaround, the query works if the query outline is used to apply cross strategy instead of match, as in
the following example.

select * from
( select
distinct
t1.ACCOUNT_ID,
t1.SECURITY_ID
from T1t1,
T2 12
where t1.SECURITY_ID =t2.SECURITY_ID
)ast;
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~S: Outline "QO_325EFDCDDEBFFFA8_00000000" used
Tables:
0=T1
1=T2
Merge of 1 entries
Merge block entry 1
Reduce: 0.ACCOUNT_ID, 0.SECURITY_ID
Sort: 0.ACCOUNT_ID(a), 0.SECURITY_ID(a)
Cross block of 2 entries
Cross block entry 1
Get Retrieval sequentially of relation 1:T2
Cross block entry 2
Conjunct: 0.SECURITY_ID = 1.SECURITY_ID
Index only retrieval of relation 0:T1
Index name T1_NDX [0:0]
—— Rdb Generated Outline : 31-JUL-2001 11:23
create outline QO_325EFDCDDEBFFFA8_00000000
id '325EFDCDDEBFFFA85200828890C4E5BA'
mode 0
as (
query (
—— For loop
subquery (
subquery (
T2 1 access path sequential
join by cross to —— <=== change from match to cross
T10 access path index T1 NDX
)
)
)
)

compliance optional ;
ACCOUNT_ID SECURITY_ID
Al DE0005557508

PP DE0005128003

2 rows selected

This problem has been corrected in Oracle Rdb Release 7.0.6.2.

5.1.22 GROUP BY Query With SUM Aggregate Returns Wrong
Results

Bug 1844260

The following GROUP BY query with SUM aggregate returns wrong results (the first row of column
ESTADO should be 'A' instead of 'V").

set flags 'strategy,detail’;
select estado, sum(total_dep) from bug_view group by estado;
Tables:
0=T1
1=T2
Aggregate: 0:SUM (CASE (WHEN (0.ID_PRODUCTO = 20) THEN 20 ELSE 15))
Sort: CASE (WHEN (1.FEC_EXPIRACION > 20001231) THEN 'A' WHEN (((0.ID_PRODUCTO =
15) OR (0.ID_PRODUCTO = 20)) AND (1.FEC_EXPIRACION <= 20001231)) THEN 'V'
ELSE NULL)(a)
Conjunct: 0.ID_PRODUCTO = 1.ID_PRODUCTO
Match
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Outer loop  (zig-zag)
Index only retrieval of relation 0:T1
Index name T1_NDX [0:0]
Inner loop  (zig—zag)
Get Retrieval by index of relation 1:T2
Index name T2_NDX [0:0]

ESTADO
\ 15 <=== ESTADO should be 'A’
\ 15

2 rows selected
where the view is defined as :

create view bug_view (id_producto, total_dep, estado ) as
select
a.id_producto,
case
when a.id_producto = 20 then 20
else 15
end as total_dep,
case
when b.fec_expiracion > 20001231 then A’
when (a.id_producto = 15
OR a.id_producto = 20
) and
b.fec_expiracion <= 20001231
then 'V'
end as estado
from opas_saldos_err a, ope_pasiva_err b
where
a.id_producto = b.id_producto ;

with the following content in the tables:

select * From t1;

ID_PRODUCTO
8

1 row selected

select * From t2;

ID_PRODUCTO FEC_EXPIRACION
8 20000801
8 20010628

2 rows selected

As a workaround, the query works if the predicate "OR a.id_producto = 20" is commented out from the view
as in the following example.

create view bug_view_good (id_producto, total_dep, estado ) as
select
a.id_producto,
case
when a.id_producto = 20 then 20
else 15
end as total_dep,
case
when b.fec_expiracion > 20001231 then ‘A’
when (a.id_producto = 15
! OR a.id_producto = 20
) and
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b.fec_expiracion <= 20001231
then 'V'
end as estado
fromtla, t2b
where
a.id_producto = b.id_producto ;

select estado, sum(total_dep) from bug_view_good group by estado;
Tables:
0=T1
1=T2
Aggregate: 0:SUM (CASE (WHEN (0.ID_PRODUCTO = 20) THEN 20 ELSE 15))
Sort: CASE (WHEN (1.FEC_EXPIRACION > 20001231) THEN 'A' WHEN ((0.ID_PRODUCTO =
15) AND (1.FEC_EXPIRACION <= 20001231)) THEN 'V' ELSE NULL)(a)
Conjunct: 0.ID_PRODUCTO = 1.ID_PRODUCTO
Match
Outer loop  (zig—zag)
Index only retrieval of relation 0:T1
Index name T1_NDX [0:0]
Innerloop  (zig-zag)
Get Retrieval by index of relation 1:T2
Index name T2_NDX [0:0]

ESTADO
A 15
Vv 15

2 rows selected
The key parts of this query which contributed to the situation leading to the error are these:

1. The main query contains a GROUP BY clause and SUM aggregate function.

2.The SUM aggregate function is defined in the view as a CASE expression.

3. The column in the GROUP BY clause is defined in the view as a CASE expression which contains
the same predicate from the CASE expression of the SUM aggregate.

This problem has been corrected in Oracle Rdb Release 7.0.6.2.

5.1.23 ARBs Exhausted

It was possible for a database to run out of AlJ Request Blocks (ARBS) if many processes were abnormally
terminated. If a process had an ARB allocated at the time it was terminated, the Database Recovery Proces
(DBR) would fail to free the ARB allocated to the process. This problem was introduced in Oracle Rdb
Release 7.0.1.2.

Symptoms of this problem include:

 Processes looping. RMU/SHOW STATISTICS would show processes stalling waiting for the AlJ
lock or writing the same AlJ block over and over.

* More AlJ activity due to processes flushing the ARBs more often in attempts to make ARBs
available.

» The "AlJ Journal Information” screen displayed by RMU/SHOW STATISTICS would show available
ARB count "(ARB.Avail:)" to be few or none.

To avoid the problem, avoid terminating processes via the DCL STOP /IDENTIFICATION command. When
the problem occurs, the database must be closed and re-opened on each node where the problem is being
to reset the free ARB lists.
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This problem has been corrected in Oracle Rdb Release 7.0.6.2.

5.1.24 CLEAN BUFFER COUNT Parameter Not Obeyed

When the Asynchronous Batch Write feature is being used, Oracle Rdb is supposed to inspect the tail of the
least recently used (LRU) buffer queue to determine if there are any modified buffers at the end of the queut
The CLEAN BUFFER COUNT parameter specifies how many buffers are to be inspected. If any are found,
then those buffers are supposed to be written to disk. However, when unmarking buffers, Oracle Rdb would
unmark buffers at the end of the modified queue instead of the LRU queue. That could cause buffers that we
just modified to be immediately written, even if they were the most recently accessed buffers. This could
cause the buffer to have to be modified again and thus written again.

This problem has been corrected in Oracle Rdb Release 7.0.6.2. Instead of writing the buffers at the tail of t
modified queue, Oracle Rdb now writes the modified buffers at the end of the LRU queue.

5.1.25 DETECTED ASYNC PREFETCH THRESHOLD Not Obeyed

The detected async prefetch (DAPF) feature is supposed to initiate async prefetch (APF) requests if it detec
consecutive pages being fetched from a storage area. The THRESHOLD parameter declares how many
consecutive buffers read in a sequence will trigger an APF request. However, Oracle Rdb would not actually
initiate APF requests until the THRESHOLD count plus half the DEPTH number of buffers were sequentially
read.

This problem has been corrected in Oracle Rdb Release 7.0.6.2. DAPF will now be triggered when
THRESHOLD number of consecutive buffers are read in a sequence.

5.1.26 Page Locks Not Demoted at End of Transaction When
FAST COMMIT Enabled

When using the FAST COMMIT feature, at the end of a transaction, page locks were not being demoted. Pc
locks are always demoted at the end of a transaction when the FAST COMMIT feature is not enabled. In
some applications, demoting page locks at the end of a transaction can significantly reduce the incidence of
deadlocks involving page locks.

This situation has been improved in Oracle Rdb Release 7.0.6.2. When the FAST COMMIT feature is
enabled, at the end of a transaction any buffer that does not contain a modified page will have its page lock:
demoted.

5.1.27 Incorrect Record Written to AlJ for Ranked Indexes

Under some rare circumstances, an update to a ranked index entry may cause an incorrectly formatted recc
to be written to the after image journal, which may cause problems on subsequent restoration of that index.

This problem may occur if all the following are true:

1. Aninsert is made into a ranked index that causes a entry to change from unique to a duplicate.

2. Insufficient room is left on the index node for the insertion causing the index node to split.

3. Another process requests access to the same page cluster that contains the node the first process is
updating after the time at which the first process has started making the modifications but prior to the
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completion of the index node split.
4. After image journaling is enabled.

This index problem will probably manifest itself as a bugcheck on recovery of this index from the corrupted
AlJ file.

Bugchecks will have reference to one or more ranked index routines, 'PSI12*, for example:

PSII2SCANGETNEXTBBCDUPLICATE + 00000093

It is not possible to give a complete bugcheck footprint as it depends on the next action taken on that index
during or after restoration.

The following is an example of a index dump of the node affected:

46 14 07 0023 0303 7 bytes stored, 20 byte prefix

0057111111180000080004300484300 PIX W.'
09800000 pfx ..
500F088000BDOF 0308 key LW

0536990617 75 030F overflow pointer 83:432389:22
0002 0315 entry cardinality 2.
0000 0317 leaf cardinality O.
0600 0C 0317 reference pointer 0:5:-1

0715 031A 1813 byte bitmap containing 3614921436 records
0000 00000005 FFF8 031C duplicate record 0:5:-8
0000 00000005 FFF9 031C duplicate record 0:5:-7
0000 00000005 FFFA 031C duplicate record 0:5:-6
0000 00000005 FFFB 031C duplicate record 0:5:-5
0000 00000005 FFFC 031C duplicate record 0:5:-4

Note the incorrect 'bitmap containing' count and invalid reference pointer and dbkey values.

This problem has been corrected in Oracle Rdb Release 7.0.6.2.

5.1.28 ROLLBACK Hangs Under DECdtm When Called From an
ACMS CANCEL Procedure

Under certain situations, the CANCEL procedure in an ACMS application would cause the ACMS server
process to hang in the Rdb dispatch layer. This problem can only occur under the following circumstances:

1. The ACMS application is using 2 phase commit under DECdtm either explicitly (i.e. with a
SYS$START_TRAN call) or implicitly (by attaching to multiple Rdb databases).
2. The CANCEL procedure contains a SYS$ABORT_TRAN call or ROLLBACK statement.

3. The ACMS server process has a outstanding pending request which is blocked (e.g. waiting for rows
locked by another user).

If all three of these occured, the ACMS server process would hang in the CANCEL procedure even after the
condition that caused the original blocking cleared.

This problem has been corrected in Oracle Rdb Release 7.0.6.2.
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5.2 SQL Errors Fixed

5.2.1 Supplied CHR Function Returns Incorrect Value

The CHR function supplied as part of the SQLSFUNCTIONS script incorrectly returns NULL (when the
dialect is set to ORACLE LEVELL1), or a zero length string (for other dialects). It should return a CHAR(1)
string containing the ASCII character NUL. The external function definition was causing the zero character t
be interpreted as a C null termination and so Rdb thought the result was an empty string.

The following SQL commands can be executed to replace the definition of the CHR external function so tha
it will return the correct value.

DROP FUNCTION CHR CASCADE;

CREATE FUNCTION CHR (in INTEGER by reference )
RETURNS RDB$ORACLE_SQLFUNC_CHAR_DOM,;
EXTERNAL NAME SQL$FNC_CHR
LOCATION 'SQL$FUNCTIONS'

WITH ALL LOGICAL_NAME TRANSLATION

LANGUAGE GENERAL

GENERAL PARAMETER STYLE

NOT VARIANT

COMMENT IS 'Returns the character having the binary equivalent to N. ;
GRANT EXECUTE ON FUNCTION CHR TO PUBLIC;

This problem has been corrected in Oracle Rdb Release 7.0.6.2.

5.2.2 IMPORT DATABASE Did Not Substitute New Collating
Sequence

Bug 1695289

In prior releases of Oracle Rdb, IMPORT DATABASE would not handle changes to the collating sequence ¢
expected.

« Specifying the existing database collating sequence on the IMPORT DATABASE command line
would result in a reported error.

SQL> import database

cont> from COLLATION_70.RBR

cont> filename 'COLLATE_OLD'

cont> collating sequence GERMAN GERMAN;

%SQL-F-NOCOLRES, Unable to import collating sequence GERMAN
%RDB-E-NO_META_UPDATE, metadata update failed

—RDMS-F-COLEXTS, there is another collating sequence named GERMAN in this
database

5.2 SQL Errors Fixed 126



Oracle® Rdb for OpenVMS

This occurred because SQL would try to retain the old collating sequence in the database for referer
purposes. If there was no change in the collating sequence name, SQL should have discarded the o
definition.

« Specifying a replacement database collating sequence on the IMPORT DATABASE command line
would not cause it to replace the old collating sequence for domains in the new database.

These problems have been corrected in Oracle Rdb Release 7.0.6.2. IMPORT DATABASE now substitutes
the new database collating sequence for the old in all imported domain definitions and IMPORT no longer
generates an error if the COLLATING SEQUENCE clause re—specifies the existing database collating
sequence.

Note

The original database collating sequence is imported for use in future domain definitions.
If that collating sequence is no longer required, it can be dropped using the DROP
COLLATING SEQUENCE statement.

The following example shows that the collating sequence is now changed by IMPORT DATABASE.

SQL> create database

cont> filename COLLATE_GERMAN

cont> collating sequence GERMAN GERMAN;
SQL> create domain NAMES_DOM

cont> char(15);

SQL>

SQL> show domain names_dom;
NAMES_DOM CHAR(15)
Collating sequence: GERMAN

SQL>

SQL> export database

cont> alias rdb$dbhandle

cont> into collation_70;

SQL> disconnect all;

SQL>

SQL> import database

cont> from COLLATION_70.RBR

cont> filename 'COLLATE_FRENCH'

cont> collating sequence FRENCH FRENCH,;

Database collating sequence was GERMAN, now is FRENCH

IMPORTing table EMPLOYEES

SQL>

SQL> show domain NAMES_DOM
NAMES_DOM CHAR(15)
Collating sequence: FRENCH

SQL>
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5.2.3 ATOMIC Block Not Rolling Back Changes on Error

In prior versions of Oracle Rdb 7.0, it was possible for updates made within an ATOMIC compound
statement to be saved by COMMIT even when an exception was raised within that atomic block.

This could happen if INSERT, UPDATE or DELETE was performed by nested stored procedures which alsc
included calls to nested stored procedures. The nested calls to procedures were losing the current ATOMIC
state of the original compound statement.

The following simple example shows the code structure in which this problem could occur.

SQL> create table t1 (f1 int);
SQL>

SQL> create module m1
cont> language sql

cont>

cont> procedure p1;
cont> begin not atomic
cont> insert into t1 values (1);
cont> end;

cont>

cont> procedure p2;
cont> begin not atomic
cont> call p1();

cont> end;

cont>

cont> end module;

SQL>

SQL> —- show that there are now rows
SQL> select * from t1;
0 rows selected
SQL>
SQL> begin atomic
cont> call p2 ();
cont> signal 'ERROR';
cont> end;
%RDB-E-SIGNAL_SQLSTATE, routine "(unnamed)" signaled SQLSTATE "ERROR"
SQL>
SQL> —- there should still be no rows
SQL> —- due to the failed ATOMIC block
SQL> select * from t1;

F1

1
1 row selected
SQL>

The only workaround is to make the nested stored procedure also use ATOMIC compound statements.

This problem has been corrected in Oracle Rdb Release 7.0.6.2. The ATOMIC state of the transaction is no
correctly seen by all nested stored procedures.

5.2.4 GROUP BY Queries Fail With INVALID BLR Error

Bug 1757309
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In prior releases of Oracle Rdb 7.0, it was possible to get a INVALID_BLR error when processing a SELECT
expression that used GROUP BY on an expression.

The following example shows the type of query and the resulting error.

SQL> select last_name || first_name,

cont> count( last_name || first_name)

cont> from employees

cont> group by last_name |[|first_name;
%RDB-E-INVALID_BLR, request BLR is incorrect at offset 91

This problem is caused by the query processor matching the value expression (the concatenate of
LAST_NAME and FIRST_NAME in the example) within the aggregate function. This matching should not
be performed within aggregate functions (COUNT, MAX, MIN, AVG, and SUM) since these expressions are
filters on the contributing rows of the group and not references to the final result.

This problem has been corrected in Oracle Rdb Release 7.0.6.2.

5.2.5 Using Null Indicators With Dynamic SQL and Compound
Statements Yields Incorrect Results

Bug 1394684

When using compound statements in Dynamic SQL, an attempt to set the null indicator produced wrong
results. Specifically, the parameter marker's column(s) would not be set to null.

An example follows:

SQL> create database filename test

SQL> create table test_table (fld1 char (10));
SQL> commit;

SQL> exit;

I A sample C program using Dynamic Sql, parameter markers, and setting the
! null indicator bit.

#include <stdio.h>

#include <string.h>

#define MAX_PARAMS 1

struct SQLDA_STRUCT
{
char SQLDAID[8];
int SQLDABC;
short SQLN;
short SQLD;
struct
{
short SQLTYPE;
short SQLLEN;
char *SQLDATA,
int *SQLIND;
short SQLNAME_LEN;
char SQLNAME[30];
} SQLVAR[MAX_PARAMS];
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} *PARAM_SQLDA;

main()

{
long SQLCODE;
char sql_statement[256];
char insert_param[11];
int insert_indicator;

PARAM_SQLDA = malloc((MAX_PARAMS * 44) + 16);
PARAM_SQLDA->SQLN = MAX_PARAMS;

strcpy(sql_statement, "attach ‘filename test™);
exec sql execute immediate :sql_statement;

/*

* Insert within an MSP - Null was not inserted correctly

*/

strepy(sql_statement,"begin );

strepy(sql_statement,"insert into test_table (fld1) values (?); ");
strcpy(sql_statement,"end");

[* Prepare the statement */
exec sql prepare sqgl_statement_id from :sql_statement;
insert_indicator = -1;

PARAM_SQLDA->SQLVAR|[0].SQLDATA = insert_param;
PARAM_SQLDA->SQLVARI[0].SQLIND = &insert_indicator;

[* Execute the statement */
exec sql execute sql_statement_id using descriptor PARAM_SQLDA,;

I Selecting from the table shows incorrect results.
select * from test_table;
FLD1

1 row selected

This problem has been corrected in Oracle Rdb Release 7.0.6.2. When using a compound statement in
Dynamic SQL, assigning "—1" to the indicator field (SQLIND) in the SQLDA now sets the associated column
to NULL.

The following example shows the correct results:

select * from test_table;
FLD1

NULL

1 row selected
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5.2.6 Using the CALL Statement in Dynamic SQL Results in
Input Parameters Not Being Written to SQLDA

Bug 1324098

When using the CALL statement to invoke a stored procedure in Dynamic SQL, input parameters were not
written to the SQLDA. In addition, parameters which were defined without an access mode, that is, without
IN, OUT, or INOUT, were also not written to the SQLDA.

The problem did not occur when using the MSP (multistatement procedure) CALL statement; that is the
CALL statement within a BEGIN...END statement.

The following example uses interactive SQL to create a MODULE and then CALL the stored procedure. Thi
works properly.

SQL>create data file test;
SQL> create module test_module language sql
cont> procedure test_param (:x int, :test_string char(32), out :status int);
cont> begin
cont> set :status = 4;
cont> end;
cont> end module;
SQL> commit;
SQL> declare :s_status int;
SQL> declare :v_user char (32);
SQL> declare :xx int;
SQL> begin
cont> set :v_user = " TESTUSER;
cont> SET :xx = 123;
cont> call test_param (:xx, :v_user, :s_status);
cont> end;
SQL> print :s_status;

S_STATUS

4

SQL> exit

The next example uses a Dynamic program to attach to the database and then CALL the stored procedure.
This is an internal program which, when run, shows input and output parameters written to the SQLDA.

The first example illustrates correct behavior using the MSP CALL statement. The second example illustrate
incorrect behavior using the simple CALL statement. Note that, in the second example, there are no IN
parameters written to the SQLDA (ie. there is no IN:)

Example 1:

$ run dyntest

Enter statement:

attach ‘filename test';

Enter statement:

begin call test_param (?,?,?); end;

in: 0: 10001
in: 1: 20001
out: 0: 30005
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Example 2:

Enter statement:
call test_param (?,?,?);
out: 0: 30005

The problem has been fixed. Both input parameters as well as parameters defined without an access mode
now correctly written to the SQLDA.

Enter statement:
call test_param (?,?,?);

in: 0: 10001
in: 1. 20001
out: 0: 30005

The following example illustrates the error message generated when using Powerbuilder. This error messac
should no longer occur.

string Is_string
long lI_zahl

IIl_zahl =55
Is_string = 'EGE'
DECLARE test procedure for test_param :1l_zabhl, :Is_string, output using sglca;

long lI_status
/[Execute
Il_status = -1
execute test ;
if sglca.sglcode <> 0 then
messagebox (‘execute’, 'Error' + sglca.sqglerrtext)
end if
fetch test into :Il_status;
commit;

sle_1.text = string (Il_status)
ODBC - Error Msg

S1093 Invalid Parameter Number

This problem has been corrected in Oracle Rdb Release 7.0.6.2.

5.2.7 Incorrect Processing of CASE Expression
Bug 850442

In prior releases of Oracle Rdb, the SQL interface incorrectly processed CASE expressions which included
statistical functions (i.e. COUNT, MAX, MIN, AVG and SUM).

The following example, which imbeds statistical functions in a CASE expression, caused Rdb to bugcheck:

select
case
when count(employee_id) >=1
then '1'
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when count(employee_id) =0
then '2'
else '3'
end

from employees;
%RDMS-I-BUGCHKDMP, generating bugcheck dump file USER2:[TESTIRDSBUGCHK.DMP;
%SQL-I-BUGCHKDMP, generating bugcheck dump file USER2:[TEST]SQLBUGCHK.DMP;
%SYSTEM-F-ACCVIO, access violation, reason mask=00, virtual
address=0000000000000098, PC=000000000038B948, PS=0000001B

This problem has been corrected in Oracle Rdb Release 7.0.6.2.

This improved handling of statistical functions also corrects some query strategies. The following example
implements a simple ABS functionality. Due to the erroneous handling of the statistical function, an extra
subselect was present as shown in the optimizer STRATEGY display.

SQL> set flags 'strategy’;
SQL> select
cont> case
cont> when AVG (salary_amount) < 0 then — AVG (salary_amount)
cont> else AVG (salary_amount)
cont> end
cont> from SALARY_HISTORY;
Cross block of 2 entries
Cross block entry 1
Aggregate Get Retrieval sequentially of relation SALARY_HISTORY
Cross block entry 2
Aggregate Get Retrieval sequentially of relation SALARY_HISTORY

2.652896707818930E+004
1 row selected

The corrected SQL query now only requires a single table access.

Aggregate Get Retrieval sequentially of relation SALARY_HISTORY

2.652896707818930E+004
1 row selected

Applications that encounter this type of unexpected optimizer strategy will need to be recompiled and stored
procedures and functions will need to be recreated.

5.2.8 %RDB-E-NO_DIST_BATCH_U Error When Executing SET
TRANSACTION

Bug 1921672

If a SET TRANSACTION statement was executed to start a distributed transaction (2 phase commit) and
which specified certain table partitions, an error was inappropriately returned. Specifically, if partition 14 was
named, Rdb would return a %RDB-E-NO_DIST_BATCH_U error and not start the transaction. For
example, suppose an Interactive SQL session has two databases attached (this implicitly starts a DECdtm
distributed transaction), the following SQL commands would fail as shown:

SET TRANSACTION READ WRITE WAIT ISOLATION LEVEL READ COMMITTED -
RESERVING DB2.MY_TABLE PARTITION(14) FOR EXCLUSIVE WRITE;
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%RDB-E-NO_DIST_BATCH_U, no distributed transaction is allowed with the
recovery mechanism disabled

This query will now execute normally and start a distributed transaction.

This problem has been corrected in Oracle Rdb Release 7.0.6.2.
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5.3 Oracle RMU Errors Fixed

5.3.1 RMU/Extract Fails to Extract IMPORT Script from
Multischema Database

RMU/Extract would produce an error when attempting to extract an IMPORT script from a multischema
database. The following example shows the error which occurs from this attempt.

$ rmu/extract/item=import sample.rdb
—— RMU/EXTRACT for Oracle Rdb V7.0-4 16-FEB-2001 08:39:25.25

- Physical Database Definition

import database from rmuextract_rbr

filename 'DEVICE:[DATABASE]SAMPLE.RDB'

protection is ACL

multischema is ON
%RDB-E-STREAM_EOF, attempt to fetch past end of record stream
%RMU-F-FATALRDB, Fatal error while accessing Oracle Rdb.
%RMU-F-FTL_RMU, Fatal error for RMU operation at 16—-FEB-2001 08:39:27.71

This problem has been corrected in Oracle Rdb Release 7.0.6.2. The only workaround is to edit the output
from the /ITEM=DATABASE command which has a similar format.

5.3.2 RMU/Extract May Abort with ACCVIO and Bugcheck
Bugs 1314250, 1368926, 638001, 1644617

In prior releases of Oracle Rdb on OpenVMS Alpha, RMU/Extract may abort with an unexpected error and
generate a bugcheck. This is shown in the following example:

$ rmu/extract/item=all/out=t.t dba_database

%COSI-F-UNEXPERR, unexpected system error

-SYSTEM-F-ACCVIO, access violation, reason mask=8C, virtual
address=000000000000001B, PC=0000000000000003, PS=7AD99FF8
%RMU-F-FATALOSI, Fatal error from the Operating System Interface.
%RMU-F-FTL_RMU, Fatal error for RMU operation at 15-FEB-2001 11:13:15.93

Oracle believes this is related to a flaw in the OpenVMS runtime library routine LIB$CVT_DX_DX in use by
RMU/Extract. Access to an unaligned source buffer is the most likely cause of this error.

This problem has been corrected in Oracle Rdb Release 7.0.6.2. Rdb now uses a quadword aligned buffer f

conversions. A workaround for the current Rdb releases may be to upgrade to a corrected version of
OpenVMS. Please contact HP Customer Support for further details.

5.3.3 RMU/Extract ITEM=WORKLOAD Generates Incomplete
Output
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In prior releases of Oracle Rdb, the RMU/Extract /ITEM=WORKLOAD command would cause an
incomplete script to be ge